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OveRtuRe: What is cuRvatuRe?

Throughout the coming semester, we will repeatedly return to the concept of curvature.
At a purely heuristic level, curvature should be a measure of “how much a geometric
object bends in a given direction.” Given a curve

x

y

γ
γ : [a, b] R2

we want to be able to assign a number κ(t) to each point γ(t) on the curve such that

1. When |κ(t)| is larger, the curve γ is “more bendy” at the point γ(t).

2. When κ(t) = 0, the curve is a straight line in a small neighborhood of γ(t).

To try and make sense of this, lets consider a very special curve: the circle of radius R
about the origin in R2.

x

y

R

We can immediately notice that 1
R could be precisely the number we are looking for.

When R is very small, the circle bends very quickly, and 1
R gets higher and higher. When

R goes to ∞, a little arc of the circle starts to look a lot like a straight line, and 1
R goes to

0.
Since we now have a notion of curvature for a circle, we can try to generalize this to an

arbitrary curve γ. When discussing the slope of an arbitrary curve, we define the tangent
line — the line which best approximates the curve — because we have a well-defined
notion of slope for lines. In a similar fashion, we will try to define the curvature of γ at a
point t∈[a, b] by finding the circle which best approximates γ at the point γ(t0).1 1 Such a circle is called the osculating circle for γ at t0,

from the latin word for “kissing”.Our starting data is thus a curve

γ : [a, b] R2
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and we wish to find a parameterized circle

ψ : [0, `] R2

x (R cos (f(x)) + c1, R sin (f(x)) + c2)

with a value x0 ∈ [0, `] such that ψ(x0) = γ(t0), and such that as many derivatives as
possible of ψ and γ agree at x0 and t0, respectively.

To make this a little more tractable, we will make some Simplifying Assumptions:

1. We will assume that both ψ′(x) and γ′(t) have length 1 for every value x ∈ [0, `] or
t ∈ [a, b], respectively.2 That is, 2 It will turn out that, for well-behaved curves, we can

always reparameterize our curves so that this is the case.
We will not show this yet, however.|γ′(t)| = 1 = |ψ′(x)|

2. The second derivatives ψ′′(x0) and γ′′(t0) are non-zero.3 3 This, as it turns out, excludes the case where the
curvature is 0. This is because I don’t currently want to
discuss “circles of infinite radius”.These first two assumptions have some immediate consequences. For example, we then

have the inner product4 4 Also called the dot product.

〈γ′(t), γ′(t)〉|γ′(t)|2 = 1

taking a derivative yields
2〈γ′′(t), γ′(t)〉 = 0

so that γ′(t) and γ′′(t) are orthogonal. By our second assumption, this means that
{γ′(t0), γ′′(t0)} forms an orthonormal basis of R2.

While similar facts hold for ψ, we can actually use our assumptions to give an explicit
form for ψ. Our assumptions, plus the parameterization of ψ, imply that

|ψ′(x)| = R|f ′(x)| = 1

so that
f ′(x) = ± 1

R
.

This in turn means that, assuming f(0) = 0

f(x) = ε
x

R
.

for ε ∈ {+1,−1}.
We will also make one final simplifying assumption, namely

3. At the value t0, we have5 5 This is also justified in general, as we can translate and
rotate the curve γ without changing the curvature at a
given point.

γ(t0) = (0, 0)

γ′(t0) = (−1, 0).

This tells us we have one of two scenarios:
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γ′′(t0) points upwards γ′′(t0) points downwards

x

y

γ

γ′(t0)

γ′′(t0)

x

y

γ

γ′(t0)

γ′′(t0)

x

y

γ

x

y

γ

ε = −1 and x0 = π
2R ε = 1 and x0 = π

2R
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More formally, we can set
γ(k)(t0) = ψ(k)(x0)

for k = 0, 1, 2, yielding(
R cos

(
ε
x0
R

)
+ c1, R sin

(
ε
x0
R

)
+ c2

)
= (0, 0) (1)(

−ε sin
(
ε
x0
R

)
, ε cos

(
ε
x0
R

))
= (−1, 0) (2)(

− 1

R
cos
(
ε
x0
R

)
,− 1

R
sin
(
ε
x0
R

))
= γ′′(t0). (3)

If ε = +1, then {ψ′(x0), ψ
′′(x0)} is a positively oriented basis of R2, and so equations

(2) and (3) imply that γ′′(t0) points downwards. On the other hand, if ε = −1, then
{ψ′(x0), ψ

′′(x0)} is a negatively oriented basis, and so γ′′(t0) must be pointing upwards.
In either case, we see that x0 = πR

2 .
Taking the norm of equation (3), we then see that

1

R
= |γ′′(t0)|,

so that
R =

1

|γ′′(t0)|
Moreover, for equation (1) to be satisfied, we must have (c1, c2) = (0,−εR).

We thus see that, setting ε = det(γ′(t0), γ′′(t0)) the circle

ψ(x) =

(
1

|γ′′(t0)|
cos(εx|γ′′(t0)|),

1

|γ′′(t0)|
(sin(εx|γ′′(t0)|)− ε)

)
is the unique circle which agrees with γ to second order at t0. We can thus make the
following

Definition 0.1. Let γ : [a, b] → R2 be a plane curve with |γ′(t)| = 1 for all t ∈ [a, b].6 6 If we do not make this assumption, it is substantially
more subtle to define the curvature. Fortunately, we
can always reparameterize γ so that this condition is
satisfied.

The (unsigned) curvature of a plane curve γ(t) at t0 ∈ [a, b] is

κ(t0) := |γ′′(t0)|.



1
CuRves

Let us illustrate, in two dimensions, why we might want
to impose the condition of regularity on our curves. It
is fairly clear why we need smoothness: If we want to
use techniques from calculus, we need to have access to
derivatives, and for simplicity, we often simply make the
assumption that γ has derivatives of all orders.
Regularity, on the other hand, seems less obvious. For

instance, we can define a function

β : [0, 2] [0, 2π]

t

{
2π exp( 1

1−t2
) t ∈ [0, 1)

0 t ∈ [1, 2]

which is smooth, surjective, and non-increasing. The
curve

γ : [0, 2] R2

t (cos(β(t)), sin(β(t)))

thus describes the unit circle in R2, but for any t ∈
[1, 2], we have γ′(t) = (0, 0). So this parameterization
is not regular, even though the circle clearly admits a
regular parameterization.
The reason to require regularity is that there are curves

for which no parameterization will be regular. For
example, consider the curve

γ : [−1, 1] R2

t (t2, t3)

whose graph looks like

x

y

It is an instructive exercise to convince yourself that
any smooth parameterization of this curve will not be
regular, because of the “fold” at the point (0, 0)

We will begin our study of geometry with curves, by which we will roughly mean 1-
dimensional subsets of Rn. There are two reasonable perspectives from which we might
formally define such subsets – by parameterizations, and as subsets of Rn. It turns out that
— with the appropriate definition of dimension, and under sufficient regularity/smoothness
conditions — these two perspectives are equivalent, but for convenience, we will focus on
the former.

Definition 1.1. A parameterized curve in Rn is a function

γ : [a, b] Rn

from some closed interval to Rn. We will additionally call γ

• A Ck (parameterized) curve if γ has continuous derivatives of all orders 0 ≤ r ≤ k on
[a, b].

• A smoothly (parameterized) curve if γ has continuous derivatives of all orders on [a, b].
This is also called a C∞ curve.

• A regular parameterization if the first derivative γ′(t) is non-zero for all t ∈ [a, b] This
is equivalent to requiring that the norm |γ′(t)| is non-zero for all t ∈ [a, b].

In this chapter, we will always take the word curve to mean smoothly parameterized
curve unless specified otherwise. We will consider two parameterized curves to be “the
same” when they are related by a change of parameterization.

Definition 1.2. Let γ : [a, b] → Rn be a smooth curve in Rn. A change of parameter is a
C∞ bijection φ : [c, d] → [a, b], the inverse of which is also C∞. The curve γ ◦ φ : [c, d] →
Rn is then called a reparameterization of γ.

We call a change of parameter φ orientation-preserving if φ′(t) > 0 for all t ∈ [c, d].

Since we are studying geometry, we will be exploring notions of distance, angle, and
curvature — these are in some sense the properties which characterize geometry as a
subject. We will start by giving a definition of the length of a curve or curve segment.
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Definition 1.3. Let γ : [a, b] → R2 be a C1 parameterized curve. For any t0, t1 ∈ [a, b]

with t0 < t1, we define the arc length of γ from t0 to t1 to be the integral

L(γ; t0, t1) =

∫ t1

t0

|γ′(t)|dt.

We also define the arc length as a function of the parameter t

s(t) := L(γ; a, t) =

∫ t

a

|γ′(u)|du.

Definition. A polygonal path in Rn consists of an
ordered tuple x := (x1, . . . , xk) of points in Rn. We
view this as a (continuous) path in Rn via the map

ψx : Rn

which is defined, for t ∈ [ℓ, ℓ+ 1], by

ψx(t) = (1− t+ ℓ)xℓ + (t− ℓ)xℓ+1.

The length of a polygonal path x = (x1, . . . , xk) is

L(ψx) =

k−1∑
ℓ=0

|xℓ+1 − xℓ|

Construction. Let γ : [a, b] → Rn be a continuous
curve in Rn. Given a = t0 < t1 < · · · < tk = b, we
obtain a polygonal path

(γ(t0), γ(t1), . . . , γ(tk))

in Rn, we can view as an approximation of γ. We call
such a path a polygonal approximation to γ.

Challenge Problem. Let γ : [a, b] → Rn be a regular
C2 parameterized curve. Show that the arc length is the
supremum of the lengths of polygonal approximations
to γ, taken over all polygonal approximations to γ. Use
this to give a definition of arc length for C1 curves.
Show that your definition yields a well-defined value
for any C1 curve.(Hint: show that the set of lengths
of polygonal approximations is bounded above by
(sup(|γ′(t)||b− a|)))

The first thing we need to check is that this is well-defined, and does not depend on our
choice of parameterization.

Lemma 1.4. Let γ : [a, b] → Rn be a C1 curve, and let φ : [c, d] → [a, b] be an orientation-
preserving change of parameter. Then

L(γ ◦ φ; c, d) = L(γ; a, b).

Proof. We simply write the definition, and manipulate the resulting integral.

L(γ ◦ φ; c, d) =
∫ d

c

∣∣∣∣ ddt (γ ◦ φ)(u)
∣∣∣∣ du

=

∫ d

c

|γ′(φ(u))φ′(u)| du

Since φ is orientation preserving, |φ′(u)| = φ′(u). We can thus change variables, using
v = φ(u), dv = φ′du, to obtain

L(γ ◦ φ; c, d) =
∫ d

c

|γ′(φ(u))|φ′(u)du

=

∫ b

a

|γ′(v)|dv

= L(γ; a, b).

Which yields the desired equality.

Example 1.5. Let us consider the example of a helix in R3. This is the curve

γ : [0, 2π] R3

t (R cos(t), R sin(t), bt)

where R and b are positive real parameters.
We can compute the arc length of the helix γ as follows. The first derivative is

γ′(t) = (−R sin(t), R cos(t), b)

so
|γ′(t)| =

√
R2 + b2.

Thus
s(t) =

∫ t

0

√
R2 + b2du = t

√
R2 + b2

is the arc length of γ as a function of the parameter t.
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There is a very special kind of parameterized curve γ : [a, b] → Rn, where the parame-
ter t is precisely the arc length of γ from a to t. We encountered this condition in disguise
in the the overture. A key trick we will make use of is to reparameterize curves so that
they are parameterized by arc length.

Definition 1.6. We say that a curve γ : [a, b] → Rn is parameterized by arc length if
|γ′(t)| = 1. In this case, the arc length of γ is

s(t) =

∫ t

a

1du = t.

That is, the parameter t of γ is precisely the arc length.

Lemma 1.7. Let γ : [a, b] → Rn be a regular curve.1 Then there is an orientation preserving 1 Remember that we are taking the word “curve” to mean
“smooth curve”.change of parameter φ such that γ ◦ φ is parameterized by arc length.2 2 Technically, we can weaken the hypotheses here. If we
allow our reparameterization ϕ to just be C1 with C1

inverse, then the lemma holds whenever γ is regular and
C1.

Proof. The arc length of γ is

s(t) =

∫ t

a

|γ′(u)|du

and so, by the fundamental theorem of calculus,

ds

dt
= |γ′(t)|.

As a consequence, s is a C∞ monotone increasing function of t, and has non-zero deriva-
tive everywhere. Since s is monotone increasing, it has a global inverse t(s). Since it has
non-zero derivative, we can apply the inverse function theorem B.1 to see that t(s) is itself
C∞ with

dt

ds
=

1

|γ′(t(s))
.

We then claim that γ(t(s)) is parameterized by arc length. To see this, note that∣∣∣∣ ddsγ(t(s))
∣∣∣∣ = ∣∣∣∣γ′(t(s)) dtds

∣∣∣∣ = |γ′(t(s))| 1

|γ′(t(s))|
= 1

as desired.

1 Curvature in the plane revisited

We now return to the study of plane curves, γ : [a, b] → R2, and their curvature. While
we have already discussed this in the overture, we will proceed more systematically here,
in a way that will lay the groundwork for our later study of curves in Rn.

Assumption: Throughout this section, a curve will mean a regular, smooth, plane curve.

Given a curve γ : [a, b] → R2, notice that γ′(t) is a tangent vector to γ(t) for any
t ∈ [a, b]. When we were first considering curvature, we used a curve γ which was
parameterized by arc length, in which case the vector dγds is a unit tangent vector. Our
contemplation of curvature split into two cases, depending on whether the basis{

dγ

ds
,
d2γ

ds2

}
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was positively oriented or not.
To try and avoid case-by-case arguments, we will try to define a positively oriented

unit basis (for each t ∈ [a, b]) to which we can compare the derivatives of γ.

Definition 1.8. Let γ : [a, b] → R2 be a curve. A (smooth) vector field along γ is a smooth
function

X : [a, b] R2

where, for each t ∈ [a, b], we consider X(t) as a vector starting at γ(t).3 We call a vector 3 There is a much better way to formalize this, using
tangent spaces and tangent bundles. We will eventually
switch to this formalism, but for the time being, we take
the naïve perspective.

field X on γ a tangent vector field if X(t) is a tangent vector to γ at γ(t) for every t ∈
[a, b].

Example 1.9. We can view γ′(t) and γ′′(t) as vector fields on γ. In this case, γ′(t) is a
tangent vector field on γ.

Definition 1.10. Let γ : [a, b] → R2 be a curve.

• A moving 2-frame along γ consists of a pair of vector fields along γ which, for each
t ∈ [a, b], form an orthonormal basis of R2. More precisely, a moving 2-frame consists
of two vector fields

e1, e2 : [a, b] R2

along γ such that, for every t ∈ [a, b],4 4 Here, δi,j is simply the Kroenecker delta, i.e.

δi,j =

{
0 i ̸= j

1 i = j
ei(t) · ej(t) = δi,j .

• A Frenet 2-frame for γ is a moving 2-frame along γ such that

1. For every t ∈ [a, b], e1(t) is a positive scalar multiple of γ′(t).
2. For every t ∈ [a, b], the basis {e1(t), e2(t)} is positively oriented.

Conveniently, there is only one Frenet 2-frame. Condition (1) implies that

e1(t) =
1

|γ′(t)|
γ′(t).

Since γ is C∞ and |γ′| is non-zero, it follows that e1(t) is C∞. Condition (2), together
with orthonormality, requires that

e2(t) =

(
0 −1

1 0

)
e1(t).

We can thus refer to the Frenet 2-frame.
In 2 and 3 dimensions, there is a standard notation for the vectors e1(t) and e2(t). One

conventionally writes T(t) := e1(t) for the unit tangent vector and N(t) = e2(t) for the
unit normal vector.

Lemma 1.11. Let γ be a curve, and let {e1(t), e2(t)} be the unique Frenet 2-frame. Then the
FRenet equations

γ′(t) = |γ′(t)|e1(t) (1.1)
e′1(t) = ω(t)e2(t) (1.2)
e′2(t) = −ω(t)e1(t) (1.3)
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hold, where

ω(t) = e′1(t) · e2(t).

Example. Let us consider the following two parameter-
izations of the unit circle

ψ(t) = (cos(t), sin(t)) t ∈ [0, 2π]

and

ϕ(u) = (cos(2u), sin(2u)) t ∈ [0, π].

We first compute the Frenet 2-frame associated to each
parameterization.

For ψ: Note

ψ′(t) = (− sin(t), cos(t))

is a unit vector, so e1(t) = ψ′(t). Then

e2(t) =

(
0 −1
1 0

)
e1(t) = (− cos(t),− sin(t)).

For ϕ: The norm of

ϕ′(u) = (−2 sin(2u), 2 cos(2u))

is 2. So ẽ1(u) = (− sin(2u), cos(2u)). As above, we
find

ẽ2(u) = (− cos(2u),− sin(2u))

We can then write the Frenet equations for each curve.

For ψ:

ψ′(t) = e1(t)

e′(t) =

(
0 1

−1 0

)
e(t)

For ϕ:

ψ′(u) = ẽ1(u)

ẽ′(u) =

(
0 2

−2 0

)
ẽ(u)

Proof. The Frenet equation (1.1) is the definition of e1(t). To obtain equations (1.2) and
(1.3), we differentiate the rothonormality relation

d

dt
(ei(t) · ej(t) = δi,j)

to obtain

e′1(t) · e2 = −e′2(t) · e1
e′1(t) · e1 = 0

e′2(t) · e2 = 0.

Equations (1.2) and (1.3) then simply amount to expanding e′1(t) and e′2(t) in the basis
{e1(t), e2(t)}.

We can rewrite equations (1.2) and (1.3) in a more compact form. Letting e(t) be the
matrix whose rows are e1(t) and e2(t), we can rewrite these equations as

e′(t) =

(
0 ω(t)

−ω(t) 0

)
e(t)

In the special case where γ is parameterized by the arc length s, we find something inter-
esting. The Frenet equations simplify to

γ′(s) = e1(s)

e′(s) =

(
0 ω(s)

−ω(s) 0

)
e(s)

We can then express the curvature we defined in the overture in terms of the quantity ω

κ(s) :=

∣∣∣∣d2γds2
∣∣∣∣ = |e′1(s)| = |ω(s)|

we might be tempted to define the (signed) curvature of a general curve to be the real
number ω(s). However, as the example in the sidebar shows, this is not independent of
the choice of parameterization. The next lemma gives us a notion which is independent of
reparameterization.

Lemma 1.12. Let γ : [a, b] → R2 be a curve, and let φ : [c, d] → [a, b] be an orientation-
preserving change of parameter. Let e(t) be the Frenet frame for γ, and let ẽ(u) be the Frenet
frame for γ ◦ φ, and similarly for ω and ω̃. Then

ω̃(u)∣∣ d
duγ(φ(u))

∣∣ = ω(φ(u))

γ′(φ(u))
.
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Proof. We first note that ẽi(u) = ei(φ(u)) for i = 1, 2. Thus ẽ′i(u) = e′i(φ(u))φ
′(u).We

then directly compute

ω̃(u)∣∣ d
duγ(φ(u))

∣∣ = ẽ′1(u) · ẽ2(u)∣∣ d
duγ(φ(u))

∣∣
=
φ′(u)e′1(φ(u)) · e2(φ(u))

|γ′(φ(u))φ′(u)|

=
e′1(φ(u)) · e2(φ(u))

|γ′(φ(u))|

=
ω(φ(u))

|γ′(φ(u))|

as desired.

Definition 1.13. Given a curve γ : [a, b] → R2, the signed curvature of γ at t ∈ [a, b] is

κ(t) :=
ω(t)

|γ′(t)|
.

The unsigned curvature is the absolute value of κ(t).

This accords fully with our previous definition: in the case when γ is parameterized by
arc length, |γ′(s)| = 1, so κ(s) = ω(s). This means that the signed curvature is precisely
the scalar κ(s) such that

d2γ

ds
= κ(s)e2(s).

Even in the case where γ is not parameterized by arc length, there is a relatively easy
way to compute the curvature of γ, which does not require us to reparameterize the curve
by arc length, nor to explicitly compute the Frenet 2-frame.

Lemma 1.14. Let γ : [a, b] → R2 be a curve. Then

κ(t) =
det(γ′(t), γ′′(t))

|γ′(t)|3
.

Proof. As usual, we write s(t) for the arc length of γ as a function of the parameter t ∈
[a, b], and t(s) for the inverse function. Then

e1(s) =
d

ds
γ(t(s)) = γ′(t)

dt

ds
.

Taking an s-derivative, we find

e′1(s) = γ′(t)
d2t

ds2
+ γ′′(t)

(
ds

dt

)2

.

Applying the function det(γ′(t),−) to our above equation, we obtain

det(γ′(t), e′1(s)) = 0 + det(γ′(t), γ′′(t))
(
ds

dt

)2

.



intRoduction to diffeRential geometRy 17

We then can note that γ′(t) = |γ′(t)|e1(t) and e′1(s) = κ(s)e2(s). Thus, the left-hand side
becomes

det(γ′(t), e′1(s)) = |γ′(t)|κ(s(t)) det(e1(t), e2(t)) = |γ′(t)|κ(s(t)).

Moreover, by definition
ds

dt
=

1

|γ′(t)|
so that our equation simplifies to

κ(t)|γ′(t)| = det(γ′(t), γ′′(t))
|γ′(t)|2

.

This completes the proof.

Example. We could also try to compute the curvature
of the cycloid using an arc length parameterization. The
arc length of the cycloid is

s(t) =

∫ t

0

√
2− 2 cos(u)du

=

∫ t

0
2 sin

(u
2

)
du

= 4

∫ t/2

0
sin(v)dv

= −4 cos(v)|t/2v=0

= 4(1− cos(t/2))

= 8 sin2
(
t

4

)
The inverse function t(s) is thus

t(s) = 4 arcsin
(√

s

8

)
This then requires us to take two derivatives of the
function

γ(t(s)) =

(
8 arcsin

(√
s

8

)
− sin

(
8 arcsin

(√
s

8

))
,

1− cos
(
8 arcsin

(√
s

8

)))
then take the norm (and possibly reparameterize it until
it is again in terms of t). This yields the same result (one
can check with, e.g., Mathematica) but the computation
is gross, and it is very easy to make a mistake.

Example 1.15. Consider the cycloid, the curve created a point on a rolling unit circle

One can derive a parameterization for this curve:

γ(t) = (t− sin(t), 1− cos(t)) t ∈ [0, 2π]

which is not regular when t = 0 or t = 2π. In the realm where it is regular, however, we
may attempt to compute its curvature using Lemma 1.14.

We first compute the derivatives

γ′(t) = (1− cos(t), sin(t))
γ′′(t) = (sin(t), cos(t))

so that we find

det(γ′(t), γ′′(t)) = cos(t)− cos2(t)− sin2(t)
= cos(t)− 1

|γ′(t)|2 = 1− 2 cos(t) + cos2(t) + sin2(t)
= 2− 2 cos(t)

We thus find that the curvature of the cycloid is given by

κ(t) =
cos(t)− 1

(2− 2 cos(t))
3
2

.

With som trigonometric identities, we can simplify this to

κ(t) =
−2 sin2

(
t
2

)(
4 sin2( t2 )

) 3
2

=
−2 sin2

(
t
2

)
8 sin3

(
t
2

) =
−1

4 sin( t2 )
.

Notice that this becomes undefined precisely when t = 0 or t = 2π, i.e., the points at
which the curve is not regular.
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We round off our discussion of curves in the plane by showing something remarkable:
If we know the interval that a curve γ is defined on and the curvature of that curve at all
points, then we know the curve (up to Euclidean isometry).

Proposition 1.16. Let γ, ψ : [a, b] → R2 be two curves parameterized by arc length. Let
e(s) and ẽ(s) be the Frenet 2-frames of γ and ψ respectively, and let κ(s) and κ̃(s) be the
curvatures. If κ(s) = κ̃(s) for all s ∈ [a, b] then there is an isometry f : R2 → R2 such that
f ◦ γ = ψ.

Proof. Note that, since any pair of orthonomal bases are related by a unique orthogonal
transformation, there is a (unique) orthogonal matrix A such that

Ae1(a) = ẽ1(a) and Ae2(a) = ẽ2(a).

Now consider the system of linear first-order ODEs
x′1,1(s)

x′1,2(s)

x′2,1(s)

x′2,2(s)

 =


0 0 κ(s) 0

0 0 0 κ(s)

−κ(s) 0 0 0

0 −κ(s) 0 0



x1,1(s)

x1,2(s)

x2,1(s)

x2,2(s)

 .

These are simply the Frenet equations 1.2 and 1.3 for γ (or ψ), so the scalar functions
e1,1(s), e1,2(s), e2,1(s), and e2,2(s) satisfy these equations, as do the functions ẽ1,1(s),
ẽ1,2(s), ẽ2,1(s), and ẽ2,2(s). By linearity, we then see that the component functions of
Ae1(s) and Ae2(s) satisfy this linear system.

However, by construction, Ae1(s) and Ae2(s) have the same initial values as ẽ1(s) and
ẽ2(s), respectively. Thus, the uniqueness of solutions to systems of linear ODEs tells us
that Ae1(s) = ẽ1(s) and Ae2(s) = ẽ2(s) for all s ∈ [a, b].

It is an easy exercise to see that the Frenet 2-frame associated to Aγ(s) is {Ae1(s), Ae2(s)}.
Thus, since their Frenet 2-frames agree and they are parameterized by arc length, both γ
and ψ satisfy the differential equation

d

ds
ρ(s) = e1(s)

which is the Frenet equation 1.1, under the assumption that γ is parameterized by arc
length. We again see that both Aγ(s) and ψ(s) satisfy this equation. Let v ∈ R2 be the
unique vector such that Aγ(a) + v = ψ(a). Then Aγ(s) + v and ψ both satisfy this linear
system, and have the same initial values. The uniqueness of solutions for systems of linear
ODEs then tells us that, defining

f(x) = Ax+ v,

we have f ◦ γ = ψ, as desired.

Proposition 1.17. Let κ(s) : [a, b] → R be a smooth function. Then there exists a (smooth)
curve γ : [a, b] → R2, parameterized by arc length, such that the curvature of γ is κ(s).

Proof. This follows immediately from the existence of solutions to the Frenet equations.
The only technicality is the fact that the resulting frame is orthogonal, which we will
show more generally in the next section.
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As a final application, lets try to understand what curves have constant curvature
κ ∈ R.

Corollary 1.18. Let γ : [a, b] → R2 be a curve parameterized by arc length such that the
curvature κ(s) = κ is constant.

1. If κ = 0, then γ is a line segment.

2. If κ 6= 0 then γ is an arc of a circle of radius 1
|κ| .

Proof. It suffices to compute the curvatures of circular arcs and line segments, and then
apply Proposition 1.16. A line parameterized by arc length s is given by

ψ(s) = (s, 0).

and it is immediate that the curvature of ψ is 0. The arc-length parameterization of an arc
of a circle of radius R is given by

ψ(s) = (R cos(± s

R
), R sin(± s

R
))

And, taking two derivatives, we find that the curvature is

κ(s) = ± 1

R
.

This completes the proof.

2 Curvature in Rn

We now want to go back through our 2-dimensional definitions, and generalize them to
curves in arbitrarily many dimensions. Our first task is to understand the appropriate
generalization of the Frenet frame to this case. Ideally, given a smooth curve

γ : [a, b] Rn,

we would be able to define smooth functions

ei : [a, b] Rn

with properties analogous to the Frenet 2-frame. Roughly speaking, the properties that we
used in discussing the Frenet 2-frame should generalize as follows:

• For every t ∈ [a, b], the ordered tuple of vectors

(e1(t), e2(t), . . . , en(t))

form an orthonormal basis of Rn.

• The vector ei(t) “corresponds to” the iᵗʰ derivative γ(i)(t) of γ at t.

We’ve been a little vague with what we mean by the second point, so let’s develop
these ideas further.
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Definition 1.19. Let γ : [a, b] → Rn be a curve. A (smooth) vector field along γ is a
smooth function

X : [a, b] Rn

where, for each t ∈ [a, b], we consider X(t) as a vector starting at γ(t). We call a vector
field X on γ a tangent vector field if X(t) is a tangent vector to γ at γ(t) for every t ∈
[a, b].

Definition 1.20. Let γ : [a, b] → Rn be a (smooth) curve.

• A moving n-frame along γ consists of a pair of vector fields along γ which, for each
t ∈ [a, b], form an orthonormal basis of Rn. More precisely, a moving n-frame consists
of vector fields

ei : [a, b] Rn

along γ for every 1 ≤ i ≤ n. These vector fields must satisfy the following condition:
For every t ∈ [a, b] and every 1 ≤ i, j ≤ n,

ei(t) · ej(t) = δi,j .

That is, the ei(t) form an orthonormal basis of Rn.

• A Frenet n-frame for γ is a moving n-frame (e1, . . . , en) along γ such that

1. For every k < n and every t ∈ [a, b]

Span(e1(t), . . . , ek(t)) = Span(γ′(t), . . . , γ(k)(t)),

where Span denotes the span of a set of vectors in Rn.
2. For every t ∈ [a, b], the basis (e1(t), e2(t), . . . , en(t)) is positively oriented.
3. For every 1 ≤ k ≤ n− 1,

γ(k)(t) · ek(t) > 0

It is important to note that not every curve has a Frenet n-frame. Conditions (1) and (3)
together imply that (γ′(t), . . . , γ(k)(t)) is a linearly independent set for k < n, and that it
has the same orientation as (e1(t), . . . , ek(t)).

Definition 1.21. We call a (smooth) curve γ : [a, b] → Rn a Frenet curve when, for every
t ∈ [a, b], the set

(γ′(t), . . . , γ(n−1)(t))

is linearly independent.

Example 1.22. Consider the helix

γ : [0, 2π] R3

t (R cos(t), R sin(t), bt)

The first two derivatives are

γ′(t) = (−R sin(t), R cos(t), b)
γ′′(t) = (−R cos(t),−R sin(t), 0)

which are clearly linearly independent. Thus γ is a Frenet curve.
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More generally, the condition that a regular curve be a Frenet curve is very simple in
three dimensions. In this case, the requirement is simply that d

2γ
ds

2
does not vanish.

Warning. You cannot apply the criterion of Lemma
1.23 to the second derivative of γ with respect to another
parameter. For example, let

v :=
1
√
3
(1, 1, 1)

and define
γ : [ 1

2
, 1] R3

t2v

So that γ is a quadratic parameterization of a straight
line segment. Then note that

γ′′(t) = 2v

and
γ′(t) = 2tv

so that γ is not a Frenet curve, by γ′′(t) is non-zero for
all t ∈ [ 1

2
, 1]. The arc-length parameterization of this

same curve is
γ(s) = (s+

1

4
)v

where s ∈ [0, 3/4]. Note that d2γ
ds2

= 0, as expected.

Lemma 1.23. Suppose that γ : [a, b] → R3 is a regular smooth curve. Then γ is a Frenet
curve if and only if d

2γ
ds2 is always non-zero.

Proof. The ”only if” direction is immediate. On the other hand, suppose that γ′′(t0) is a
parallel to γ′(t0) for some t0 ∈ [a, b].

Parameterize γ by arc length, and note that

dγ

dt
=
dγ

ds

ds

dt

d2γ

dt2
=
dγ

ds

(
d2s

dt2

)
+
d2γ

ds2

(
ds

dt

)2

and that the matrix (
ds
dt 0
d2s
dt2

(
ds
dt

)2)
has determinant

(
ds
dt

)3
= |γ′|3, and so is invertible for any t ∈ [a, b] by regularity. This

means that (γ′(t0), γ′′(t0)) is a basis of R2 if and only if
(
dγ
ds ,

d2γ
ds2

)
is a basis of R2.

Since the speed of an arc-length parameterization is 1, we see that

0 =
d

ds
γ′ · γ′ = 2

dγ

ds
· d

2γ

ds2

so that dγds and d2γ
ds2 are orthogonal. At s(t0), these two vectors do not form a basis, and so

d2γ

ds2
(s(t0)) = 0.

as desired.

We know that, for a curve γ to have a Frenet frame, it is necessary that γ be a Frenet
curve. However, we have not established necessity. This is, however, not terribly hard, and
is a consequence of the Gram-Schmidt orthonormalization process.

Exercise 1. Use the implicit function theorem to show
that the final vector field en(t) constructed in the proof
below is, indeed, a C∞ vector field. (You can assume
without argument that e1, e2, . . . , en−1 are C∞.)

Proposition 1.24. Let γ : [a, b] → Rn be a Frenet curve. Then there is a unique Frenet
frame (e1, . . . , en) for γ.

Proof. The Gram-Schmidt process uniquely determines e1 through en−1 to be

e1 =
1

|γ′|
γ′

ek =
γ(k) −

∑k−1
i=1 (γ

(i) · ei)ei∣∣∣γ(k) −∑k−1
i=1 (γ

(i) · ei)ei
∣∣∣

Since e1, . . . , en−1 then span an n− 1-dimensional space, there is a unique unit vector en
such that (e1, . . . , en) form an oriented basis.

We now want to generalize the Frenet-Serre equations to the n-dimensional case.
Fortunately, this works in much the same way as the 2-dimensional case.
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Proposition 1.25. Let γ : [a, b] → Rn be a smooth Frenet curve, and denote by (e1, . . . , en)

the Frenet n-frame for γ. Then γ and the ei satisfy the differential equations

γ′(t) = |γ′(t)|e1(t) (1.4)

e′i(t) =

n∑
j=1

ωi,j(t)ej(t). (1.5)

where
ωi,j(t) = e′i(t) · ej(t) = −ωj,i(t).

Moreover, for j > i+ 1, we have that ωi,j(t) = 0.

Proof. Equation 1.4 is simply the first step of the Gram-Schmidt orthonormalization
procedure, and equation 1.5, together with the definition of ωi,j(t) follows by expanding
e′i(t) in the basis given by the Frenet frame.

If we differentiate the orthonormality equation

ei · ej = δi,j

we obtain the relation
e′i · ej = −ei · e′j .

which gives the skew-symmetry of the ωi,j . Finally, we note that ei is, by construction, a
linear combination

ei(t) =

i∑
k=1

λk(t)γ
(k)(t).

Differentiating shows that

e′i(t) =

i∑
k=1

λk(t)γ
(k+1)(t).

so that, in particular, e′i must be a linear combination of e1, . . . , ei+1.

Note that we can rewrite equation 1.5 in matrix form


e′1
e′2
...
e′n

 =


0 ω1,2 0 0 · · · 0

−ω1,2 0 ω2,3 0 · · · 0

0 −ω2,3 0 ω3,4 · · · 0
...

...
0 0 0 · · · −ωn−1,n 0




e1

e2
...
en


As before, we want to find a version of the ωi,j which do not depend on our choice of
parameterization:

Lemma 1.26. Let γ : [a, b] → Rn be a Frenet curve, and let φ : [c, d] → [a, b] be an
orientation-preserving change of parameter. Let e(t) be the Frenet frame for γ, and let ẽ(u)
be the Frenet frame for γ ◦ φ, and similarly for ωi,j and ω̃i,j . Then

ω̃i,j(u)∣∣ d
duγ(φ(u))

∣∣ = ωi,j(φ(u))

γ′(φ(u))
.
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Proof. This is identical to the proof of Lemma 1.12.

Definition 1.27. Let γ : [a, b] → Rn be a Frenet curve with Frenet n-frame {ei(t)}. The
smooth function

κi(t) =
ωi,i+1(t)

|γ′(t)|
is called the itʰ curvature of γ.

Remark 1.28. Note that for n > 2, if γ is parameterized by the arc length s, we have

κ1(s) =
ω1,2(s)

|γ′(s)|
=
e′1(s) · e2

1
=
γ′′(s) · e2(s)

1
= |γ′′(s)| > 0

Notice that, unlike in two dimensions, the curvature κ1(s) is always positive, because we
have taken the convention that (e1, e2) has the same orientation as (γ′(s), γ′′(s)).

We can reformulate the Frenet equations in terms of the curvatures κi, yielding our
final form of the equations. First, though, we need to fix some notation.

Definition 1.29. Let γ : [a, b] → Rn be a Frenet curve. We denote by E(t) the matrix
whose rows are the vectors ei(t) which make up the Frenet n-frame. That is, we write

E(t) :=


e1(t)

e2(t)
...

en(t)

 .

Now, given a Frenet curve γ : [a, b] → Rn parameterized by arc length, we note that
ωi,i+1(s) = κi(s). We thus can reformulate the Frenet equations as the matrix ODE

E′(s) = K(s)E(s) (1.6)

whereK(s) is the skew-symmetric matrix

K(s) :=


0 κ1 0 0 · · · 0

−κ1 0 κ2 0 · · · 0

0 −κ2 0 κ3 · · · 0
...

...
0 0 0 · · · −κn−1 0

 .

As before, we have existence and uniqueness theorems for curves with given curva-
ture functions. The proofs are more or less the same as the corresponding proofs in two
dimensions. We will state the uniqueness theorem, and then prove the existence theorem,
along the way filling in the gap in the proof of the 2-dimensional existence theorem.

Proposition 1.30. Let γ, ψ : [a, b] → Rn be two Frenet curves parameterized by arc length
with Frenet n-frames given by {ei(s)} and {ẽi(s)}. Suppose that γ and ψ have the same
curvature functions κi(s) for 1 ≤ i ≤ n − 1. Then there is a unique isometry f : Rn → Rn

such that f ◦ γ = ψ.
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Proof. The proof is virtually identical to that of Proposition 1.16.

Finally, we come to existence.

Proposition 1.31. Let κi : [a, b] → R for 1 ≤ i ≤ n − 1 be smooth functions such that
κi(s) > 0 for 1 ≤ i ≤ n− 2. Then there exists a Frenet curve γ : [a, b] → Rn parameterized
by arc length such that the κi are the curvature functions of γ.

Proof. The argument hinges on the existence of solutions to the linear ODE

E′(s) = K(s)E(s).

By [5, Theorem 6.2.3], for any choice of an initial orthonormal frame E(a), a solution to
this equation exists on the interval [a, b]. It is immediate from the fact thatK(s) is C∞

that the solution E(s) must also be C∞.
Before continuing, however, we must show that E(s) defines an orthnormal frame. We

will do this by showing that the matrix E(s)TE(s) is constant. Since the initial data E(a)

consist of an orthogonal matrix, this will suffice to prove that E(s) is orthogonal. Note,
before we begin, thatK(s)T = −K(s). We compute

d

ds
(E(s)TE(s)) = (E′(s))TE(s) + E(s)TE′(s)

= (K(s)E(s))T + E(s)K(s)E(s)

= E(s)TK(s)TE(s) + E(s)K(s)E(s)

= −E(s)TK(s)E(s) + E(s)K(s)E(s)

= 0

so that E(s)TE(s) is constant, as desired. For an arbitary choice of inital value γ(a), we
can then solve the linear ODE

γ′(s) = e1(s).

to obtain a smooth curve γ : [a, b] → Rn.
To see that this is a Frenet curve, we first note that regularity follows from the equa-

tion
γ′(s) = e1(s)

Taking successive derivatives of γ shows that γ(i) lies in the span of e1, . . . , ei. In particu-
lar, the coefficient of ei in the expansion of γ(i) in terms of the basis (e1, . . . , ei) is

κ1(s)κ2(s) · · ·κi(s)

and so
γ(i) · ei > 0.

As a consequence, the vectors γ′, . . . , γ(i) are linearly independent, completing the proof.

Exercise 2. Let γ : [a, b] → Rn be a Frenet curve such that κn−1 vanishes identically on
[a, b]. Show that γ is contained in a hyperplane of dimension (n− 1).
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3 Three dimensions, osculating circles

Now that we have a theory of curves and curvatures in arbitrary dimensions, let us spe-
cialize to a more visualizable case: dimension 3. In this case, a regular smooth curve γ is
Frenet if and only if d

2γ
ds2 6= 0, so the condition that γ be Frenet is not terribly restrictive. Let’s picture the Frenet vectors at the point s = 2πd on

the helix. Visually, we obtain

The vector e1 is, of course, the tangent vector, and
precisely as in the 2-dimensional case, the vector e2
points in the direction the curve is bending. The vector
e3 is then determined by e1 and e2.
If we also include the osculating circle, we obtain

Example 1.32. Let’s return to the helix of Example 1.5. We will work directly with the
arc-length parameterization,

γ(s) =
(
R cos

( s
d

)
, R sin

( s
d

)
, b
s

d

)
s ∈ [0, 6πd]

where R > 0 and d =
√
R2 + b2.

We first compute the Frenet frame of γ. The first two derivatives are

γ′(s) =

(
−R
d

sin
( s
d

)
,
R

d
cos
( s
d

)
,
b

d

)
γ′′(s) =

(
−R

d2
cos
( s
d

)
,−R

d2
sin
( s
d

)
, 0

)
We already know that e1 = γ′(s), so it remains for us to compute the norm

κ1(s) := |γ′′(s)| =
√
R2

d4
=
R

d2
=

R

R2 + b2

The second Frenet vector, is thus

e2(s) =
d2

R
γ′′(s) =

(
− cos

( s
d

)
,− sin

( s
d

)
, 0
)

The third vector can be conveniently obtained using the cross product

e3(s) = e1(s)× e2(s) =

(
b

d
sin
( s
d

)
,− b

d
cos
( s
d

)
,
R

d

)
We can then compute the second curvature

κ2(s) = e′2(s) · e3(s) =
b

d2
=

b

R2 + b2

Our discussion of osculating circles from the overture can be carried over nearly verba-
tim in this context. Consider a Frenet curve

γ [a, b] R3

parameterized by arc length, and choose s0 ∈ [a, b]. We abbreviate κ1(s0) = κ1, ei(s0) =
e1, etc. Then define an arc-length parameterized circle in e1-e2 plane by

φ(u) = 1
κ1

(− cos(κ1u)e2 + sin(κ1u)e1) + γ(s0) +
1
κ1
e2

Notice that φ(0) = γ. We can compute the derivatives

φ′(u) = sin(κ1u)e2 + cos(κ1u)e1
φ′′(u) = −κ(− cos(κ1u)e2 + sin(κ1u)e1)
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We then see that
φ′(0) = e1 = γ′(s0)

φ′′(0) = κ1e2 = γ′′(s0)

As such, the circle φ has contact of order 2 with the curve γ.

Definition 1.33. Let γ : [a, b] → R3 be a curve. The osculating plane of γ at s0 ∈ [a, b]

is the plane containing γ(s0) and spanned by e1(s0) and e2(s0). The osculating circle of γ
at s0 is the best circular approximation of γ at s0, and is the circle in the osculating plane
with radius 1

κ1(s0)
and center

c = γ(s0) +
1

κ1(s0)
e2(s0).

Exercise 3. Show that, for an arbitrary Frenet curve γ : [a, b] → R3, the identity

κ1(t) =
|γ′(t)× γ′′(t)|

|γ′(t)|3

holds.

Exercise 4. Characterize all three-dimensional Frenet curves with constant curvatures κ1
and κ2, as in Cor 1.18.

Remark 1.34. We should here remark that, in dimension 3, a slightly different notation is
more common. Given a Frenet curve γ, one typically writes the unit tangent vector e1(t)
as T(t). We call the vector e2(t) the unit normal vector, and denote it by N(t), and we call
the vector e3(t) the binormal, and denote it by B(t).

Moreover, in dimension 3, the first curvature κ1(t) is usually simply called the cur-
vature, and denoted κ(t). The second curvature κ(2) is usually called the torsion, and
denoted by τ .

4 Curves in 2d Minkowski space

So far, we have restricted ourselves to the conventional Euclidean metric on Rn — the
distance between points x and y is given by

d(x, y) =

√√√√ n∑
i=1

(xi − yi)2.

This distance is defined via the Euclidean scalar product — also called the dot product —
which we write as

〈v, w〉 =
n∑
i=1

viwi.

We can then define distance by

d(x, y)2 = 〈(x− y), (x− y)〉.

In physics — more precisely the physics of general relativity — it is common to con-
sider a different inner product: the Minkowski inner product. In this section, we will con-
sider a 2-dimensional toy model of this inner product, and attempt to understand the
geometry of curves in this context.
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Definition 1.35. Let v, w ∈ R2 be two vectors. The Minkowski inner product of v and w
is defined to be

〈v, w〉1,1 := v1w1 − v2w2.

Notice that there are non-zero vectors v such that 〈v, v〉1,1 = 0.5 We denote the space R2 5 We sometimes say that the bilinear form ⟨−,−⟩1,1 is
degenerate.equipped with the inner product 〈−,−〉1,1 by R1,1.

There are three types of vectors in R1,1:

• A vector v ∈ R1,1 is called timelike if 〈v, v〉1,1 < 0.

• A vector v ∈ R1,1 is called spacelike if 〈v, v〉1,1 > 0.

• A vector v ∈ R1,1 is called lightlike (or null) if 〈v, v〉1,1 = 0.

Corresponding to these three cases, we have three corresponding special types of curves. We draw the spacelike, timelike, and lightlike vectors in
R1,1.

timelike

spacelike

lig
htl
ike

Timelike curves must have timelike tangent vectors for
every value their parameters, so at each point in their
trajectory, they must be bounded by the two lightlike
lines through that point. For instance the following is a
Timelike curve.

Similar considerations apply for spacelike curves.

Definition 1.36. A smooth curve γ : [a, b] → R1,1 is called regular when γ′ is always
a non-zero vector. We call a regular curve γ timelike, spacelike, or lightlike, respectively,
when γ′(t) is timelike, spacelike, or lightlike, respectively.

Exercise 5. Show that if γ is a regular smooth null curve, then γ is a straight line seg-
ment with slope ±1.

For spacelike or timelike curves, we can define a reasonable notion of arc length, using
more or less the same definitions we used in Euclidean space.

Definition 1.37. Let γ : [a, b] → R1,1 be a smooth regular curve.

• If γ is timelike, we define the arc length of γ to be

L(γ; a, b) :=
1

i

∫ b

a

√
〈γ′(u), γ′(u)〉1,1du

where i denotes the imaginary unit.

• If γ is spacelike, we define the arc length of γ to

L(γ; a, b) :=

∫ b

a

√
〈γ′(u), γ′(u)〉1,1du

4.1 Hyperbolic trigonometric functions

Our first aim in exploring R1,1 is to understand the relation of arc length and angle to the
sin and cosine functions.

Let us briefly recall how sine and cosine are defined. We define a curve, the unit circle,
by requiring that

〈x, x〉 = 1

Parameterizing this curve by arc length then yields

γ(s) = (cos(s), sin(s)).
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We will now attempt to do the same in Minkowski space. The equation corresponding
to the circle is

〈x, x〉1,1 = 1

or, in more familiar notation,
x21 − x22 = 1.

This is a hyperbola, whose asymptotes are the lightlike curves through the origin.6 6 The plot, complete with asymptotes, looks like this.

We can parameterize one sheet of the hyperbola as

γ(t) = (
√
t2 + 1, t) t ∈ R.

and so our first objective is to parameterize this curve by (Minkowski) arc-length. Taking
a derivative, we find

γ′(t) =

(
t√

t2 + 1
, 1

)
So that

〈γ′(t), γ′(t)〉1 =
t2

t2 + 1
− 1 =

−1

t2 + 1

This tells us that this curve is timelike.
To compute the arclength of the curve, we consider the integral

s(t) =

∫ t

0

√
−〈γ′(y), γ′(y)〉1du =

∫ t

0

1√
y2 + 1

dy

We can perform a somewhat odd substitution:

u =
√
y2 + 1 + ydu =

√
y2 + 1 + y√
y2 + 1

dy

=
u√
y2 + 1

dy.

We thus can simplify the integral to∫ √
t2+1+t

1

du

u
= ln

(√
t2 + 1 + t

)
.

On final assessment, therefore, we obtain

s(t) = ln
(√

t2 + 1 + t
)

We can then solve for t
t =

e2s − 1

2es
=
es − e−s

2

This is the y-coordinate of the corresponding point on the hyperbola. We thus can think
of it as our analogue of the sine function in Minkowski space.

Definition 1.38. The hyperbolic sine function is the function

sinh(s) := es − e−s

2
.
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We can also compute the x-coordinate — our cosine analogue — by plugging t(s) into
the first component of γ:

x(s) =

√(
es − e−s

2

)2

+ 1

=

√
e2s − 2 + e−s

4
+ 1

=

√
e2s + 2 + e−s

4

=
es + e−s

2

Definition 1.39. The hyperbolic cosine function is the function

cosh(s) := es + e−s

2
.

One of the odd features of Minkowski space is that our circle analogue — the hyperbola
— has two pieces. We will refer to these as path components, since no continuous path
which lies in one of these pieces can reach into the other. One of the effects of this fact is
explored in the following exercise.

Exercise 6. Show that for any point (a, b) on the hyperbola defined by

x21 − x22 = 1,

there is a unique α ∈ R and a unique sign ± such that

(a, b) = (± cosh(α), sinh(α)).





2
PaRameteRized submanifolds

So far, we have considered only the geometry of curves: 1-dimensional subspaces of
Rn. Our next goal is to generalize this to k-dimensional subspaces of Rn. Our approach
does not need to change much. Jumping straight to dimension k from 1 may seem a little
extreme, but we will quickly specialize to easier cases: first to the case of hypersurfaces
(k = n − 1), and then to surfaces in 3d space (k = 2 and n = 3). We work in greater
generality initially to emphasize that many of the concepts we will define work equally
well in any dimension.

Some results and constructions will, of course, depend on the dimensions n and k
(e.g., the Gauß map), and we will comment explicitly when this occurs. We will begin by
recalling some properties of subsets of Rn.

Pictorially, an open set is one that does not contain its
boundary. E.g.

U

Given a point x ∈ U , we can always draw a little ball
around x which always stays in U .

U

x

Definition 2.1. We call a subset U ⊆ Rn open when, for every point x ∈ U , there is some
r > 0 such that the open ball

Br(x) := {y ∈ Rn | |y − x| < r}

is contained in U . Intuitively (and in a way which can be made rigorous) an open set is a
set which does not contain its boundary.

Example 2.2.

1. In R, every open interval (a, b) is an open set.

2. The set Rn ⊆ Rn is open.

3. The set
H := {x ∈ R2 | x1 ≥ 1}

is not open. The reason for this is that, for any point (a, 1) ∈ H and any r > 0, the ball
Br(a, 1) will contain points whose first coordinate is less than 1, as pictured below.
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4. The set
{x ∈ R2 | x1 > 1}

is open.

5. For any point x ∈ Rn and any r > 0, the open ball Br(x) of radius r around x is open.

Notice that the majority of our key analytic theorems from ⁇ assume that we are
working on some open set. It is for this reason that we will, throughout this course, tend
to work with open sets.

Before we can start in on the definition of submanifolds, we need to better understand
what the differentials of multivariable functions mean.

1 Differentiation on Rn

I’m not going to aim for a rigorous exposition of differentiation and integration in these
notes. Such matters are better left to an analysis course. I will, however, try to develop
some computational tools, as well as some of the underlying intuitions.

The key point of a derivative is to approximate an arbitrary function by something
linear. In single-variable calculus, when we differentiate a function f : R → R at a point
x, the defining property is that

f(x) ≈ f(x0) + f ′(x0)(x− x0)

for x close to x0. We make this formal by defining the derivative f ′(x0) to be the real
number (if one exists) such that

lim
h→0

f(x0 + h)− f(x0)− f ′(x0 + h)

h
= 0.

Equivalently, we can define
f ′(x0) = lim

h→0
.

Our first question to answer is what does the number f ′(x0) mean? We can think of it
as the slope of the tangent line to f(x), or as a velocity. More useful, however, is to view
f ′(x0) as a linear transformation. We can think of f ′(x0) as the linear transformation
which turns possible velocities at the point x0 to possible velocities at the point f(x0). We
typically formalize this viewpoint by defining the tangent space to R at x0 to be Tx0

R :=

R, which we view as the possible velocities of linear paths through x0 in R. We then

Pictorially

R
t

TtR

dγt

dγt(T (R))

γ(t)

Even clearer is when we consider a curve γ : R → R2. To each point z ∈ R2 we
associate a tangent space TzR2 := R2 — viewed as the possible velocities of linear paths
through z — The derivative γ′(t) = (γ′1(t), γ

′
2(t)) can then be viewed as a transformation

dγt : TtR Tγ(t)R2,

The image of this transformation is a linear subspace, which can be identified with the
space of all possible tangent vectors to the image of γ at the point γ(t) — The tangent
space of the curve γ at γ(t).

To make this intuition formal, we make the following definitions.
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Definition 2.3. Let U ⊂ Rn be an open set. For any x ∈ U , the tangent space of U at x is
the vector space

TxU := Rn.

The tangent bundle of U is the set TU consisting of pairs (x, v) where x ∈ U and
v ∈ TxU . We call (x, v) (or v ∈ TxU ) a tangent vector to U at x. Notice that there is a
canonical identification

TU ∼= U × Rn,

and so we can view TU as a subset of R2n.

Definition 2.4. Let U ⊂ Rn be an open subset, and f : U → Rm a function. The (total)
derivative Dfx at a point x ∈ U is the linear map

(Df)x : Rn Rm

such that
lim
y→x

|f(y)− f(x)−Dfx(y − x)|
|y − x|

= 0.

If the total derivative of f exists at every point x ∈ U , we call f differentiable on U , and
we define a map

df : TU TRm

(x, v) (f(x), Dfx(v))

called the differential of f .

Remark 2.5. Under the canonical identifications TxU ∼= U × Rn, we can identify dfx
with Dfx. Moreover, we can equivalently view df as a map

U Lin(Rn,Rm)

x Dfx

from U to linear maps Rn → Rm.

Remark 2.6. Notice that if the differential of f : U → Rm exists at every point, then f is
continuous.

One of the key questions we need to answer is ”how do we compute using total deriva-
tives and differentials?” The solution is the following lemmata.

Lemma 2.7. Let U ⊂ Rn be open, and let f : U → Rm. Denote by fi : U → R for
1 ≤ i ≤ m the itʰ component function. If fi is differentiable for every 1 ≤ i ≤ m, then f is
differentiable

Proof. It suffices to show the lemma at a point x ∈ U . Suppose the differential of fi at x
exists, and represent it by a 1× n matrix Ai, so that, for any 1 ≤ i ≤ m,

lim
y→x

|fi(y)− fi(x)−Ai(y − x)|
|y − x|

= 0.
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For ε > 0, choose δ > 0 such that, for any y ∈ U with |y − x| < δ,

|fi(y)− fi(x)−Ai(y − x)| < ε√
m
|y − x|

for every 1 ≤ i ≤ m.
Define am× n matrix A by

A =


A1

A2

...
Am

 .

We then see that for y ∈ U such that |y − x| < δ, we have

|f(y)− f(x)−Ay − x|2 =

m∑
j=1

(fi(y)− fi(x)−Ai(y − x))
2

<

m∑
i=1

ε2

m
|y − x|2 = ε2|y − x|2.

We thus see that
lim
y→x

|f(y)− f(x)−A(y − x)|
|y − x|

= 0,

as desired.

Our second lemma is a generalization of the chain rule from single-variable calculus.

Exercise 7. Let B be anm× n matrix. Define

‖B‖ := sup
v∈Rn

|Bv|
|v|

.

Show that ‖B‖ is always finite. Note that for any v ∈ Rn,

|Bv| ≤ ‖B‖|v|.

Lemma 2.8. Let f : Rn → Rm and g : Rm → Rk be differentiable. Then g ◦ f is
differentiable, and

D(g ◦ f)x = (Dg)f(x) ◦Dfx

for any x ∈ Rn

Proof. Fix x ∈ Rn, and denote by A them × n matrix representing Dfx, and by B the
matrix representing Dgf(x). By the triangle inequality

|g(f(y))− g(f(x))−BA(y − x)| ≤|g(f(y))− g(f(x))−B(f(y)− f(x))|
+ |Bf(y)−B(f(x))−BA(y − x)|

Since f is differentiable at x, for any ε > 0 we may choose δ1 > 0 such that for |y − x| <
δ1, we have

|f(y)− f(x)|
|y − x|

< ‖A‖+ ε
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and
|f(y)− f(x)−A(y − x)| < ε|y − x|.

Similarly, since g is differentiable at f(x) and f is continuous, we may choose δ2 > 0 such
that when |y − x| < δ2,

|g(f(y))− g(f(x))−B(f(x)− f(y))| < ε|f(y)− f(x)|.

Taking δ = min(δ1, δ2) we see that for |y − x| < δ, we have

|g(f(y))− g(f(x))−BA(y − x)| ≤|g(f(y))− g(f(x))−B(f(y)− f(x))|
+ |Bf(y)−B(f(x))−BA(y − x)|

<ε|f(y)− f(x)|+ ε‖B‖|y − x|

Dividing through by |y − x|, we obtain

|g(f(y))− g(f(x))−BA(y − x)|
|y − x|

< ε

(
|f(y)− f(x)|

|y − x|
+ ‖B‖

)
And apply the property of δ1 to see that

|g(f(y))− g(f(x))−BA(y − x)|
|y − x|

< ε (‖A‖+ ε+ ‖B‖) .

Since ε can be chosen arbitrarily small, this completes the proof.

Remark 2.9. When considering differentials, the statement of this lemma can be simpli-
fied even further. Let U ⊂ Rn, V ⊂ Rm andW ⊂ Rk be open subsets, and g : U → V

and f : V →W be smooth maps. Then

d(f ◦ g) = df ◦ dg

as maps TU → TW .

This lemma has an immediate corollary, allowing us to give a matrix representing Dfx.

Corollary 2.10. Let f : Rn → Rm be a differentiable function, and denote by xi : R → Rn

the itʰ coordinate function

γi(t) = (0, . . . , 0, t︸︷︷︸
ith

, 0 . . . , 0).

Denote by A the matrix representing Df0 with respect to the standard bases. Then

Ai,j =
d

dt
(fi ◦ γj)|t=0.

The implication of this corollary is that we can compute the matrix representation of
Ai,j using only the techniques of 1-variable calculus.

Definition 2.11. Let f : Rn → R be a differentiable function, and let a = (a1, . . . , an) ∈
Rn. Define a curve in Rn through a by

γi(t) = (a1, . . . , ai−1, t, ai+1, . . . , an).
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The itʰ partial derivative of f1 at a is 1 The partial derivative function ∂f
∂xi can be computed by

applying the usual differentiation rules to an expression
for f , treating variables other than xi as constants.∂f

∂xi
(a) :=

d

dt
f ◦ γi|t=0.

Given a differentiable function f : Rn → Rm, and x ∈ Rn the matrix representing Dfx
is called the Jacobian of f at x, and is denoted by Jfx. By the corollary, we have

(Jfx)i,j =
∂fi
∂xj

.

We can rewrite Lemma 2.8 in terms of Jacobians.

(J(f ◦ g))i,j =
∂(f ◦ g)i

∂jx
=

m∑
k=1

∂fi
∂yk

∂gk
∂xj

.

Which is the usual chain rule for partial derivatives.
We will also make use of the notion of smoothness. This is more or less the same as the

corresponding notion for single-variable functions.

Definition 2.12. Let U ⊂ Rn be open, and f : U → Rm a function.

• We call f a C1 function if f is differentiable at every point x ∈ U , and the map

Df : U Rn×m

x (Jf)x

is continuous.

• We call f a C2 function if f is C1 and the map

Df : U Rn×m

x (Jf)x

is C1.

•
....

We say that f is C∞ (or smooth) if it is Ck for any k.

Remark 2.13. If f : U → V is smooth, then its differential, viewed as a map

df : U × Rn V × Rm,

is smooth. Indeed, f is smooth if and only if f is C1 and df is smooth.

We will not focus on proving smoothness here, but will rather note some facts which
allow us to check when functions are smooth.

Fact 2.14. • Any composite of smooth functions is smooth.

• Any sum or difference of smooth functions is smooth.
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• Any rational function of n variables is smooth on its domain.

• The function
√
x is smooth on (0,∞). The functions exp, sin, cos, and ln are all smooth

on their respective (open) domains.

As our final definition, we want a smooth notion of “sameness”

Definition 2.15. Let U ⊂ Rn and V ⊂ Rm be open subsets. We call a function f : U →
V a diffeomorphism if f is a C∞ bijection, and the function f−1 is also C∞.

Exercise 8. Let U ⊂ Rn and V ⊂ Rm be nonempty open subsets. Show that if f : U →
V is a diffeomorphism, then n = m.
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2 Submanifolds, first steps

Now that we’ve established how to work with derivatives, we can get back to geometry.
We’re going to define embedded submanifolds in a fairly high degree of generality, but
most of our examples will live in R2 or R3. The image you should keep in mind through-
out this chapter is that of a surface which is curved into three dimensions, like a torus or a
sphere. Let’s think about some examples of submanifold ele-

ments. Let U ⊂ R2 be the open unit ball around the
origin, U = {x ∈ R2 | |x| < 1}. We can define a map

ϕ : U R3

x (x1, y2,
√

1− x21 − x22)

Which parameterizes the upper hemisphere of the 2d
sphere.

Computing the Jacobian, we obtain

Jϕ :=

 1 0

0 1
−x1√

1−x2
1−x2

2

−x2√
1−x2

1−x2
2


And clearly, this has maximal rank.
We can give another parameterization of (part of)

the upper hemisphere, using spherical coordinates. Let
U = (−π/2, π/2)× (−π, π), and define

ψ : U R3

(ϕ, θ) (sin(ϕ) cos(θ), sin(ϕ) sin(θ), cos(ϕ))

The corresponding Jacobian is

Jψ =

cos(ϕ) cos(θ) − sin(ϕ) sin(θ)
cos(ϕ) sin(θ) sin(ϕ) cos(θ)
− sin(ϕ) 0


At most points, this has maximal rank. However, when
ϕ = 0 we get

(Jψ)0,θ =

cos(θ) 0

sin(θ) 0
0 0


Which has, at most, rank 1. As we saw when we studied
curves, this is a kind of ”fake” singularity. There are
parameterizations of the same surface which do not have
a singularity at this point.

Definition 2.16. Let U ⊂ Rk be an open subset, and let k < n. A (smooth) parameteriza-
tion is a smooth map

φ : U Rn.

We say that φ is regular if the differential dfx : TxU → Tf(x)Rn is injective for every
x ∈ U (or equivalently if the Jacobian (Jf)x has maximal rank). We call the point φ(x)
singular if dfx does not have full rank.

Before continuing, let’s examine why we want to require parameterizations to be
regular. Consider the open set U = (−2, 2)× (−2, 2) ⊂ R2, and define a parameterization

φ U R3

(x1, x2) (x31, x
3
2, (x

2
2 + x22)).

The Jacobian of this function is

Jφ =

3x21 0

0 3x22
2x1 2x2


And we notice that this matrix only has full rank when x1 and x2 are both non-zero. We
might initially think that we could find some other parameterization of the same surface
which is non-singular, but looking at a plot

we see that there are “creases” when x1 or x2 is zero. These are precisely what we seek to
avoid when we require that our parameterizations be non-singular.
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Another reason we want to restrict ourselves to regular parameterizations is the notion
of dimension. Technically, the map (u, v) 7→ (0, 0, v) is a smooth parameterization, but
the image is a one-dimensional object — a curve. The parameterization is obviously not
regular, and so we can safely discard it.

We now seek to understand what it means for different parameterizations to define
the same submanifold. To understand this, let’s give two parameterizations of parts of the
unit sphere In both of the following figures, we draw the images in

the disk of gridlines in the sphere, to aid in visualizing
the way that each map transforms the sphere. We draw
the stereographic projection on a restricted domain,
since drawing the whole plane is tricky. First, the
stereographic projection

and then the Cartesian parameterization

Finally, the “transition function” ψ := σ−1 ◦χ looks like

S2 := {(x1, x2, x3) ∈ R3 | x21 + x22 + x23 = 1}.

We can then try to compare them.

• We can parameterize the lower hemisphere over the unit disk B1(0) by

χ : U R3

x (x1, y2,−
√
1− x21 − x22)

• We can use the inverse stereographic projection to parameterize all of S3 except one
pole

σ : R2 R3

(x1, x2)
(

2x1

1+x2
1+x

2
2
, 2x2

1+x2
1+x

2
2
,
x2
1+x

2
2−1

1+x2
1+x

2
2

)
Exercise 9. Verify that the three parameterizations given above are smooth and regular
on their given domains.

If we want to compare two of these parameterizations, we need to think about the
points where they describe the same points of the sphere. Let’s begin by comparing χ and
σ. Since σ hits every point except the north pole precisely once, and χ hits every point
below the equator exactly once, These parameterizations overlap precisely on the lower
hemisphere. Let’s denote the lower hemisphere by

HL := {(x1, x2, x3) ∈ S2 | x3 < 0}.

The map σ is a bijection between R2 and S2 \ {(0, 0, 1)}, with inverse

σ−1(x, y, z) =

(
x

1− z
,

y

1− z

)
The image of HL under σ−1 is the unit disk,

B1(0) = {(x1, x2) ∈ R2 | x21 + x22 < 1}

Similarly, χ is a bijection between U and HL, with inverse

χ−1(x, y, z) = (x, y).

As a result, we get mutually inverse functions – the transition functions — from the disk to
itself

ψ : B1(0) HL B1(0)
χ σ−1
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and

γ : B1(0) HL B1(0)
σ χ−1

With

ψ(x1, x2) =

(
x1

1 +
√
1− x21 − x22

,
x2

1 +
√

1− x21 − x22

)
and

γ(x1, x2) =

(
2x1

1 + x21 + x22
,

2x2
1 + x21 + x22

)
.

Both of these functions are smooth B1(0), and so φ and γ are mutually inverse diffeomor-
phisms from B1(0) to B1(0).

Exercise 10. Compare the parameterizations σ and χ for pieces of the sphere to the
parameterization given by spherical coordinates:

φ : (0, π)× (0, 2π) R3

(φ, θ) (sin(φ) cos(θ), sin(φ) sin(θ), cos(φ)).

Find the image of φ, and verify that the corresponding transition functions with χ and σ
are both diffeomorphisms.

This motivates our definition of a compatible parameterizations. The point here is
to guarantee that things that look smooth with respect to one chart also look smooth
with respect to another. It will turn out that, under the hypotheses of smoothness and
regularity, all charts of the same dimension are compatible, but this is something we need
to prove. The generic picture of manifold charts is very similar to

the picture of the specific charts we drew for S2:
Definition 2.17. Let ψ : U → Rn and φ : V → Rn be two regular parameteriza-
tions which are injective. SetM := ψ(U) ∩ φ(V ). We say that ψ and φ are compatible
parameterizations if

• The sets ψ−1(M) ⊂ U and φ−1(M) ⊂ V are open.

• The composites
ψ−1 ◦ φ : φ−1(M) ψ−1(M)

and
φ−1 ◦ ψ : ψ−1(M) φ−1(M)

are (mutually inverse) diffeomorphisms.

We call an injective, regular parameterization a chart.

Remark 2.18. Notice that any two charts whose images don’t intersect are compatible,
using this definition.

We are now ready to define submanifolds of Rn.
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Definition 2.19. LetM ⊂ Rn. We call a subset U ⊂ M open if there is an open set
V ⊂ Rn such that V ∩M = U .

We call the subsetM ⊂ Rn together with a collection of charts a collection {φα}α∈I of
charts

φα : Uα Rn

where Uα ⊂ Rk an k-dimensional submanifold if the following conditions ae satisfied

1. For every x ∈ M , there is an open subset V ⊂ M with x ∈ V and an α ∈ I such that
V ⊂ φα(Uα). (This amounts to requiring that every point x is covered by a chart2). 2 There is one more technical consideration involved,

which we won’t go into in detail, related to the the
fact that the subset in question must be open. If we let
M ⊂ R2 be the cross formed by the two axes in R2

We can see fairly easily that every point inM other
than the origin has an open set around it and a chart to
that open set. The origin, however, has a problem: any
open set around it will contain a little cross, and so we
can’t define a chart from R on that open set. In principle,
such points aren’t too much of an issue in our setting,
but we exclude them to better match the more abstract
definition of manifold.

2. For any α, β ∈ I , the charts φα and φβ are compatible.

Where the charts φα and φβ overlap, we call the functions φ−1
α ◦ φβ and φ−1

β ◦ φα the
transition functions between the charts.

Remark 2.20. Changing between charts is effectively the same as the change of param-
eters from our study of curves. If ψ : U → Rn is a chart, and φ : V → U is a diffeomor-
phism, then ψ ◦ φ is a new chart, with the same image, and ψ ◦ φ is compatible with ψ. On
the other hand, given two compatible charts, they are related on their intersection by such
a diffeomorphism.

Remark 2.21. Since we want to study the geometry of the submanifoldsM ⊂ Rn, one
of our major tasks will be verifying that each of our constructions does not depend on the
choice of chart — any compatible chart should give us the same result.

Having gone through the rigamarole of defining compatibility, we are now going to
step back, and show that we don’t need to worry overmuch about it.

Proposition 2.22. Let φ : U → Rn and ψ : V → Rn be two smooth,regular, injective
functions from open sets of Rk with the same image. Then the composite φ−1 ◦ ψ is smooth,
and thus is a diffeomorphism.

Proof. We can check smoothness around any point y ∈ V by applying the implicit
function theorem to

U × V Rn

(x, y) φ(x)− ψ(y).

and the result follows.

Corollary 2.23. Any two k-dimensional charts to Rn are compatible.

Remark 2.24. One might reasonably wonder why on earth we worried about compati-
bility in the first place. The answer is that, a priori, we had no reason to assume that we
couldn’t get smooth

Exercise 11. Let γ : (a, b) → R2 be a smooth regular curve which is injective.

1. Show that the image of γ is a smooth 1-dimensional submanifold of R2.
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2. Suppose that the first coordinate of γ is always positive. Define the corresponding
surface of revolution Rγ as follows. Say that a point x = (x1, x2, x3) ∈ R3 lies in Rγ
precisely when the point (

〈(x1, x2, x3), (x1, x2, 0)〉
|(x1, x2, 0)

, x3

)
lies in the image of γ. Give a geometric interpretation (in words) of this condition.

3. Show that Rγ can be equipped with the structure of a 2-dimensional submanifold of
R3.

Notation 2.25. Throughout the rest of the course, we will often shorten the term “sub-
manifold of Rn” to simply manifold. A k-dimensional submanifold will sometimes be
called simply a k-manifold.

3 Smooth functions and maps

Our next question is: can we define differentiable functions on manifolds? If we have a
k-manifoldM ⊂ Rn, we can define functions f : M → R as maps of the underlying sets,
but it is difficult to talk about differentiability in this context. The main reason is that f
may not depend on all of the coordinates of Rn, and so some parts of the derivative may
not be defined. The solution is call a function differentiable when it is differentiable in any
of our charts.

Definition 2.26. Let (M, {(φα, Uα)}) be a manifold, and let f :M → R be a function.

• We say that f is Ck around a point x ∈ M if there is a chart φα : Uα → M such that
x ∈ φα(Uα) and the composite map

f ◦ φα

is Ck

• We say that f is a Ck function if it is Ck around every point inM

Notation 2.27 (ImpoRtant notational convention.). Coordinates and compo-
nent functions will, from here on out, be denoted with superscripts. For instance, given a
function φ : Rn → Rm, we will denote the component functions

φ = (φ1, . . . , φm).

Similarly, the coordinates of x ∈ Rn will be written

x = (x1, . . . , xn).

This makes writing exponents somewhat trickier, but in the long run, is a very useful
convention.
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Example 2.28. In the following examples, we will define functions from S2 ⊂ R3 to R
using spherical coordinates (φ, θ) ∈ [0, π] × [0, 2π). As we will see, because the spherical
coordinate chart is singular at the poles, it is not sufficient to check using spherical coor-
dinates that a function is smooth. More generally, we always will need at least two charts
to check that a function is smooth on the sphere.

1. Define a function f : S2 7→ R by
f(φ, θ) = φ

This is clearly well-defined on the whole sphere, and clearly smooth on the chart
defined by spherical coordinates. However, if we want to show that the function is
smooth at the north point (0, 0, 0) ∈ S2, we need to use a different chart. Since the
chart

χ : U R3

(x1, x2) (x1, x2,
√
1− (x1)2 − (x2)2)

contains the north pole, we can try to compose f with χ. Notice that the polar angle of
a point χ(x1, x2) is given by φ = arccos(

√
1− (x1)2 − (x2)2). We thus see that

(f ◦ χ)(x1, x2) = arccos(
√
1− (x1)2 − (x2)2).

If we consider the (smooth) path in R2 given by γ(t) = (t, 0), we see that, if f ◦ χ is
smooth around (0, 0), the function f ◦χ◦γ will be smooth at the point t = 0. However,
the derivative of arccos(

√
1− t2) is discontinuous at t = 0, so this f cannot even be

C1.

2. We define a function g : S2 7→ R by

g(φ, θ) = cos(φ).

This is also well-defined on the sphere, and clearly differentiable away from the poles.
Composing with the chart χ from the first example, we see that the corresponding map
g ◦ χ is given on the open disk B1(0) by

(g ◦ χ)(x1, x2) =
√

1− (x1)2 − (x2)2

which is smooth on its domain. A similar argument shows that f is smooth about the
south pole, and so f is a smooth function defined of S2.

More generally, we can define smooth maps between two different manifolds.

Definition 2.29. LetM and N be manifolds. A function f : M → N is said to be Ck at
x ∈ M if there is a chart φα : Uα → M ofM containing x, and a chart ψβ : Uβ → N of
N containing y such that ψ−1

β ◦ f ◦ φα is a smooth function.
We say that f is Ck if it is Ck at every point inM .

Example 2.30. We define a few smooth maps.
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1. LetM ⊂ Rn be k-dimensional submanifold. The set Rn can be viewed as a submani-
fold of Rn via the single chart id : Rn → Rn. The inclusion map

ι :M Rn

is smooth. As a consequence, any smooth map f : Rn → Rm induces a smooth map
f ◦ ι :M → Rm.

2. For any manifoldM , the identity map id :M →M is smooth.

Notation 2.31. We will rarely specify the composition with the charts when writing a
smooth function on a chart. Suppose we have a smooth function f : M → R, and a chart
φ : U → M . Write the coordinates on U as x = (x1, . . . , xk) . We often abuse notation
and write

f(x1, . . . , xk)

to mean f(φ(x1, . . . , xk)).

4 Tangents
Let’s consider tangent spaces on the upper hemisphere
of S1. We’ll use the now-familiar chart

χ : U R3

(x1, x2) (x1, x2,
√

1− (x1)2 − (x2)2)

The Jacobian of this map is

Jχ =

 1 0

0 1
−x1√

1−(x1)2−(x2)2
−x2√

1−(x1)2−(x2)2


and so, for any point p = χ(x1, x2) in the upper
hemisphere, the tangent plane is spanned by the vectors(

1, 0,
−x1√

1− (x1)2 − (x2)2

)
and (

0, 1,
−x2√

1− (x1)2 − (x2)2

)
Viewing this plane as a subspace of R3, we obtain.

Now that we have in mind our objects of study — submanifolds of Rn, we need to begin to
develop some technology to understand them. Our initial understanding of curves came
from understanding their tangent vectors. Indeed, in two dimensions, the Frenet frame is
completely determined by the tangent vector. In all cases, the first curvature only really
depends on the tangent vector and its derivative. We hope to generalize this perspective,
and thus we need to understand tangent vectors to a submanifold.

Recall that for U ⊂ Rn an open subset, the tangent space TxU is defined to be a copy
of Rn, and the tangent bundle TU is the set of pairs (x, v) with x ∈ U and v ∈ TxU .
We can identify a point (x, v) ∈ TU with a vector in Rn starting from x with the same
direction and magnitude of as v.

Definition 2.32. LetM be a k-dimensional submanifold of Rn, and let φ : U → M be
one of the charts ofM . For any x ∈ U , we define the tangent space Tϕ(x)M ofM at φ(x)
to be the image

dφx(TxU) ⊂ Tϕ(x)Rn.

We define the tangent bundle ofM to be the subset

TM := {(x, v) ∈ TRn | v ∈ TxM} ⊂ TRn.

We can view the vectors in Tϕ(x)M as tangent vectors to curves inM as follows.
Consider any vector v ∈ TxU . This uniquely defines a straight-line path

γ(t) = x+ vt

in U . The path φ ◦ γ is then a path inM ⊂ Rn, and the tangent vector of this curve is

Dφx(γ
′(0)) = Dφx(v)
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As a result, every vector in the image of Dφx(v) can be realized as the tangent vector to a
curve inM .

On the other hand, given a smooth curve γ in φ(U) ⊂ M which passes through φ(x)
at t = 0, we can write

dγ

dt
=

d

dt

(
φ ◦ (φ−1 ◦ γ)

)
= Dφx

(
d(φ−1 ◦ γ)

dt
(0)

)
so that the tangent vector to γ at t = 0 is in the image of Dφx.

Having now defined the tangent bundle, and partially understood the definition, we
need to see that it does not depend on the choice of chart.

Lemma 2.33. LetM ⊂ Rn be a k-submanifold of Rn, let φ : U → M be a chart ofM , and
let ψ : V → U be a diffeomorphism for V ⊂ Rk . Then for any x ∈ U ,

dφx(TxU) = d(φ ◦ ψ)ψ−1(x)(TxV ).

Proof. This follows immediately from the fact that

d(φ ◦ ψ)ψ−1(x) = dφx ◦ dψψ−1(x)

and, since ψ is a diffeomorphism, dψψ−1(x) is an isomorphism of vector spaces.

Our next observation is subtler. For a smooth k-submanifoldM ⊂ Rn, the tangent
bundle

TM ⊂ TRn

can be identified with a subset of R2n under the identification TRn ∼= Rn × Rn.

Proposition 2.34. Let (M, {(φα, Uα)}) be a smooth k-submanifold of Rn. Then TM ⊂
R2n is a smooth 2k-submanifold.

Proof. We will show that the maps

dφα : TUα ∼= Uα × Rk TM ⊂ R2n

are charts displaying a smooth structure on TM . Notice that, since φα is assumed to be
smooth, each of these maps is smooth, and it is easy to see that they are injective. We
need to show regularity, and show compatibility, and that the dφα appropriately cover
TM .

To see regularity, we first note that the components of dφα can be written as

(dφα)(x, v) =

(
φ1α(x), φ

n
α(x),

n∑
k=1

∂φ1α
∂xk

(vk), . . . ,

n∑
k=1

∂φnα
∂xk

(vk)

)

So the Jacobians are

J(dφα)(x,v)) =

(
(Jφα)x 0

H (Jφα)x

)
For a matrix H comprised of sums of second partial derivatives. Since (Jφα)x has maxi-
mal rank k, we see that the rank of this matrix is 2k. Thus, dφα is regular.
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Next, suppose that (x, v) ∈ TM . Then there is some open subsetW ⊂ Rn and φα a
chart ofM such that x ∈ W andW ∩M ⊂ φα(Uα). But then, setting V = W × Rn ⊂
R2n, we have that (x, v) ∈ V , and V ⊂ dφα(Uα × Rk). We thus see that the charts dφα
cover TM .3 3 The schematic picture we want to keep in mind here is:

Notice that this really is only schematic. The tangent
bundle TM is, in general, not the same asM × Rk .

We do not need to show compatibility, per Corollary 2.23. However, it is an instructive
exercise in manipulating differentials to do so. Let φ : U → M be a chart, and γ : V → U

a diffeomorphism. We then notice that dγ ◦ d(γ−1) = idTU and d(γ−1) ◦ dγ = idTV , so
that dγ is invertible. Since γ and γ−1 are smooth, so are dγ and dγ−1. Since

d(φ ◦ γ) = dφ ◦ dγ,

the charts dφ and d(φ ◦ γ) are compatible, as desired.

Corollary 2.35. For a k-submanifoldM ⊂ Rn, the projection

π : TM M

(x, v) x

is a smooth map.

Proof. For any chart φ : U → M and the corresponding chart dφ : TU → TM„ the map
φ−1 ◦ π ◦ dφ is given by forgetting the first k coordinates, and thus is smooth.

4.1 Vector fields

Throughout this section, we fix a smooth k-submanifoldM ⊂ Rn, and denote the projec-
tion from the tangent bundle by π : TM →M .

Definition 2.36. A smooth vector field onM is a smooth map X : M → TRn such that,
for each p ∈ M , X(p) ∈ TpRn. A smooth tangent vector field onM is a smooth map
X : M → TM such that π ◦X = idM . A normal vector field onM is a vector field X on
M such that, for all p ∈M and v ∈ TpM , X(p) is orthogonal to v.

On any open set U ⊂ M , we can further define a tangent vector field on U to be a map
X : U → TM such that X(p) ∈ TpM for any p ∈ U .

Notation 2.37. We will often represent vector field in coordinates. Let φ : U → M be
a chart ofM , and suppose that x = (x1, . . . , xk) are the coordinates of U . We will often
specify smooth vector fields onM locally as a function of the coordinates xi, writing, e.g.
X(x1, . . . , xn) instead of the (technically more accurate) X(φ(x1, . . . , xn)).

Definition 2.38. A local basis of TM over an open subset U ⊂ M is a collection
X1, . . . , Xk : U → TM of tangent vector fields on U such that, for every p ∈ U , the
set (X1(p), . . . , X2(p)) is a basis.

Example 2.39. There is a canonical example of a local basis. Consider U ⊂ Rk , and
define vector fields

exi : U TU

x (x, ei)

where the latter ei is the standard basis vector in Rn ∼= TxU . It is immediate that this is a
smooth map, and so the set (ex1 , . . . , exk) is a local basis for U .
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Construction 2.40. Let φ : U → M be a chart ofM , and let x ∈ U and set p = φ(x). By
definition, the tangent vectors dφx(exi(x)) form a basis of TpM . As a result, the vector
fields

∂xiφ := ∂iφ := dφ ◦ exi

form a local basis on φ(U). Explicitly, viewing φxi as a vector in Rn, we have

∂iφ =
∂φ

∂xi
=

(
∂φ1

∂xi
, . . . ,

∂φn

∂xi

)
We call ∂iφ a coordinate vector field

Lemma 2.41. Let φ : U → M be a chart, let ρ : V → U be a diffeomorphism, and let
ψ = φ ◦ ρ be the composite chart. Write xi for the coordinates on V , and write yi for the
coordinates on U . Then

∂iψ =

k∑
ℓ=1

∂ρℓ

∂xi
∂ℓφ

Proof. We simply compute using the chain rule

∂iψ =

(
∂ψ1

∂yℓ
, . . . ,

∂ψn

∂xi

)
=

(
k∑
ℓ=1

∂φ1

∂yℓ
∂ρℓ

∂xi
, . . . ,

k∑
ℓ=1

∂φn

∂yℓ
∂ρℓ

∂xi

)

=

k∑
ℓ=1

∂ρℓ

∂xi

(
∂φ1

∂yℓ
, . . . ,

∂φn

∂xi

)

=

k∑
ℓ=1

∂ρℓ

∂xi
∂ℓφ

completing the proof.

Notation 2.42. Now is a good moment to introduce the Einstein summation convention,
which allows us to shorten our written computations significantly. In this convention,
whenever the symbol for an index appears twice, with one index occurring as a super-
script, and the other as a subscript, we sum over that index. So, for instance

∂ρℓ

∂xi
∂ℓφ

would be interpreted as meaning
k∑
ℓ=1

∂ρℓ

∂xi
∂ℓφ.

As you can see, this has the great advantage of substantially shortening computations on
the page, without losing specificity.

Notation 2.43. When two coordinate φ : U → M and ψ : V → M are related by a
diffeomorphism ρ : V → U , we will often view the coordinate y on U as a function of the
coordinate x on V via the function ρ, and view x as a function of y via ρ−1. This makes
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our formulas much more transparent, particularly when transforming vector fields into
different coordinate systems. Using this convention, our formula relating the coordinate
vector fields of φ and ψ becomes (also using the Einstein summation convention)

∂iψ =
∂yℓ

∂xi
∂ℓφ.

This has the advantage of being symmetric, inasmuch as we then have

∂iφ =
∂xℓ

∂yi
∂ℓψ.

Given a chart φ : U → M , we can express any tangent vector field on φ(U) in
terms of the coordinate vector fields ∂iφ. Let X be a vector field on φ(U). Since dφx is an
isomorphism for every x ∈ U , we can compose with the inverse to get a smooth vector
field X on U such that dφ ◦X = X . In terms of the standard basis {exi} corresponding to
the coordinates x of U , we can write

X(x) = Xi(x)exi

Applying dφ, we get
X = dφ ◦X = Xi(x)∂iφ

Definition 2.44. Let φ : U → M be a chart, and let X be a smooth tangent vector field
on φ(U). We call the smooth functions Xi such that

X = Xi∂iφ

the component functions of X with respect to φ.

Corollary 2.45. Let φ : U → M and ψ : V → M be charts with the same image, and
let V be a vector field. Let x denote the coordinate on V and y the coordinate on U . Write V i

for the components of V with respect to φ, and Ṽ i for the components of V with respect to ψ.
Then

V i =
dyi

dxj
Ṽ j .

Proof. This follows immediately from Lemma 2.41.

Example 2.46. Let’s first compute explicitly the coordinate vector fields on the sphere
S2 ⊂ R3 defined by the spherical coordinate chart

φ(u1, u2) =
(
sin(u2) cos(u1), sin(u2) sin(u1), cos(u2)

)
A quick computation of partial derivatives tells us that

∂1φ =
(
− sin(u2) sin(u1), sin(u2) cos(u1), 0

)
and

∂2φ =
(
cos(u2) cos(u1), cos(u2) sin(u1),− sin(u2)

)
.

A priori, these vector fields are defined everywhere except for the poles. Let’s check
whether either of these vector fields extend to vector fields on the whole sphere.
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Considering ∂2φ, we notice that for any (u1, u2), |∂2φ(u1, u2)| = 1. As such, by
continuity, we see that, if ∂2φ had a continuous extension to the poles, then the vector
assigned to, e.g., the south pole (0, 0,−1) would have to be a unit vector. If we consider
the coordinate curves approaching the south pole defined by u1 = 0 and u1 = π, however,
we see that the corresponding limits are (1, 0, 0) and (−1, 0, 0) respectively. Thus, ∂2φ
cannot extend to the south pole.

To check if we can extend ∂1φ to a vector field on all of S2, we change coordinates to
the chart χ(x1, x2) = (x1, x2,

√
1− (x1)2 − (x2)2). In this chart, we see

∂1φ(x
1, x2) = (−x2, x1, 0).

So this does extend to a smooth function, which is zero at the poles.

We can visualize the vector fields from Example 2.46.
Notice that each vector ∂1ϕ can be viewed as a tangent
vector to a curve with constant u2, and similarly for
∂2ϕ. Plotting both ∂1ϕ and ∂2ϕ over the surface of the
sphere, we obtain

Notice that the vectors ∂1ϕ(u1, u2) and ∂1ϕ(u1, u2)
form a basis at each point where they are both defined
and non-zero. Separating the two fields, we have ∂1ϕ

and ∂2ϕ





3
The geometRy of submanifolds

1 The first fundamental form

When we examined curves, we obtained the arc length of a curve by measuring the tan-
gent vector using the usual inner product on Rn. In practice, though, we did not need to
know the inner product on all of Rn. We only needed to know it on the tangent spaces. It
is this observation which will lead to to the first fundamental form.

1.1 The first fundamental form, length and volume

Suppose we have a k-submanifoldM ⊂ Rn. Each tangent space TpM can be canonically
considered as a subset of Rn. We can restrict the Euclidean inner product to obtain a
bilinear form on TpM . This bilinear form is enough to allow us to measure lengths and
angles of tangent vectors toM , but forgets anything not concerned with the tangent
bundle.

Definition 3.1. LetM ⊂ Rn be a k-submanifold. The first fundamental form is the
bilinear form

I : TpM × TpM R

obtained by restricting the Euclidean inner product.
With respect to a chart φ : U → M with coordinate x ∈ U , it is given by a symmetric

matrix g with components

gi,j = I(∂iφ, ∂jφ) = 〈∂iφ, ∂jφ〉

Lemma 3.2. Let φ : U → M be a chart, and let ψ : V → U be a change of parameters.
Write g̃ for the matrix of I associated to φ ◦ ψ and g for the matrix associated to φ. Then

g̃ = (Jψ)T g(Jψ).

Proof. This is a straightforward computation. Let x = (x1, . . . , xk) be the coordinate on
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V . Then, using the Einstein summation convention, Notation 2.42, we have

g̃i,j := 〈∂i(φ ◦ ψ), ∂j(φ ◦ ψ)〉

=

〈
∂ψℓ

∂xi
∂ℓφ,

∂ψr

∂xj
∂rφ

〉
=
∂ψℓ

∂xi
∂ψr

∂xj
〈∂ℓφ, ∂rφ〉

=
∂ψℓ

∂xi
∂ψr

∂xj
gℓ,r

=
[
(Jψ)T g(Jψ)

]
i,j

as desired.

Remark 3.3. Writing x and y for the coordinates on V and U respectively, we can
rewrite the relation of Lemma 3.2 in the congenial form

g̃i,j =
∂yℓ

∂xi
∂yr

∂xj
gℓ,r

The use of the first fundamental form is that, as with curves, it allows us to compute
distances and volumes.

Definition 3.4. LetM ⊂ Rn be a k-manifold. A curve inM is a smooth map

γ : [a, b] M.

The length of a curve γ can be computed directly using the first fundamental form. The
derivative γ′(t0) ∈ Rn is identified with the tangent vector dγt0(1) ∈ Tγ(t0)M .1 We thus 1 Here, I’m using 1 ∈ Tt0 [a, b]

∼= R to denote a tangent
vector on [a, b].have

L(γ; a, b) =

∫ b

a

|γ′(u)|du =

∫ b

a

√
I(dγu(1), dγu(1))du.

More generally, though, the first fundamental form gives us a way to integrate over all
or part ofM .

Definition 3.5. LetM ⊂ Rn be a k-manifold, and let f : M → R be a continuous
function2. Let φ : U → M be a chart and A ⊂ φ(U) a subset. We define the integral of f 2 Technically, one only needs a weaker integrability

condition here, but for our purposes, this will suffice.over A to be ∫
A

fdV :=

∫
ϕ−1(A)

(f ◦ φ)(x)
√

det(g)dx

whenever the latter is defined.
Similarly, let A ⊂M be a subset such that

A = A1 ∪A2 ∪ · · · ∪ Aℓ

where the Ai are disjoint, and there are charts φi : Ui → M such that Ai ⊂ φi(Ui). We
then define ∫

A

fdV :=

ℓ∑
i=1

∫
Ai

fdV.

As a special case, we define the volume of A ⊂ M to be the integral of the constant
function 1 over that region, i.e.

V (A) :=

∫
A

1dV.
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Before we show that this definition is independent of the choice of charts, we first do
an example.

Example 3.6. Let T 2 be the torus parameterized by

φ : R2 R3

(u1, u2)

cos(u1)(2 + cos(u2))
sin(u1)(2 + cos(u2))

sin(u2)


We can compute the tangent vectors ∂1φ and ∂2φ simply by taking partial derivatives:

∂1φ =
(
− sin(u1)(2 + cos(u2)), cos(u1)(2 + cos(u2)), 0

)
∂2φ =

(
− cos(u1) sin(u2),− sin(u1) sin(u2), cos(u2)

)
and so the matrix g is

g =

(
(2 + cos(u2))2 0

0 1

)
and so √

det(g) = 2 + cos(u2)

We can thus compute the volume (surface area) of T 2 as3 3 You may object that we are double-counting the
integral when, e.g., u1 = 0. This is, indeed, true, but
since this is a curve — i.e. a 1-dimensional subset of our
2-dimensional manifold — it will turn out to contribute
nothing to the integral. We will not delve into the
analysis of integration, nor into measurable sets here,
but the interested student can find out more in a book on
measure theory.

V (T 2) =

∫
[0,2π]×[0,2π]

(2 + cos(u2))du.

Applying Fubini’s Theorem, we obtain

V (T 2) =

∫ 2π

0

∫ 2π

0

(2 + cos(u2))du2du1 = 8π2.

To properly understand invariance of integrals under changes of parameterization, we
need to give additional conditions on the diffeomorphims involved.

Definition 3.7. A diffeomorphism φ : U → V between subsets of Rk is said to be
orientation-preserving if det(Jφ) > 0 everywhere in U , and orientation reversing other-
wise. Notice that if U is path-connected (i.e., if there is a path in U connecting any two
points in U ) then φ can only be orientation-preserving or orientation-reversing.

Proposition 3.8. LetM ⊂ Rn be a k-manifold, let A ⊂ M , and let f : M → R be a
continuous function. The value of

∫
A
fdV is invariant under orientation-preserving changes

of parameters.

Proof. Let φ : U → M be a chart such that A ⊂ φ(U), and let ψ : V → U be an
orientation-preserving diffeomorphism between subsets of Rk . Let g be the matrix of the
first fundamental form with respect to φ, and g̃ the matrix of the first fundamental form
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with respect to φ ◦ ψ. Computing the integral with φ ◦ ψ we obtain∫
A

fdV :=

∫
ψ−1(ϕ−1(A))

(f ◦ φ ◦ ψ)
√

det(g̃)dx

=

∫
ψ−1(ϕ−1(A))

(f ◦ φ ◦ ψ)
√

det((Jψ)T g(Jψ))dx

=

∫
ψ−1(ϕ−1(A))

(f ◦ φ ◦ ψ)| det(Jψ)|
√

det(g)dx

=

∫
ψ−1(ϕ−1(A))

(f ◦ φ ◦ ψ) det(Jψ)
√

det(g)dx

Taking the change-of-variables y = ψ(x), and dy = det(Jψ)dx,4 we obtain 4 We are now simply using the change-of variables rule
for integration on Rn.∫

ϕ−1(A)

f ◦ φ
√

det(g)dy

so that the value of the integral does not change.

Remark 3.9. Notice that, if ψ were instead orientation-reversing, we would simply have
introduced a negative sign into the computation. In one dimension, this phenomenon is
simply the relation ∫ b

a

f(x)dx = −
∫ a

b

f(y)dy

using the orientation-reversing change-of-variable y = b+ a− x.

2 The intrinsic and the extrinsic

A major theme for the remainder of the course will be the relation between intrinsic and
extrinsic quantities associated to a submanifoldM . Loosely speaking, intrinsic quantities
are measurements which an observer living onM could measure: a person stuck on the
surface of the sphere S2, for instance, could measure the angles between paths on the
sphere, distances along the surface of the sphere, areas on the sphere, or speeds of paths
on the sphere, etc. But they might not be able to measure 3-dimensional quantities and
relations in the ambient space R3.5 5 The perceptual difficulties inherent in living in a space

of fixed dimension are explored in Edwin Abbott’s novel
Flatland, published in 1884.

On the other hand, extrinsic quantities are those which can be measured using all of
the information available to us: the submanifoldM and the ambient space Rn.

To formalize what we mean by intrinsic an extrinsic, we make the following defini-
tions:

Definition 3.10. LetM ⊂ Rn be a smooth k-submanifold. We call a quantity, computa-
tion, or definition intrinsic if it relies only on the following data:

• The setM and the smooth regular charts φ : U →M .

• The tangent bundle TM ofM .

• The first fundamental form I : TpM × TpM → R.

Otherwise, we call a quantity extrinsic.
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To understand why we consider only these three types of data intrinsic, lets break each
one down.

• The setM ⊂ Rn is nothing more than the points where an observer confined toM is
allowed to be. The charts tell us howM fits together smoothly.

• The tangent bundle tells us the possible velocity vectors for paths inM , and so are
measurements an observer inM should have access to.

• The first fundmental form I tells us how to measure (1) angles between tangent vec-
tors/ paths inM , and (2) how to get a speed out of a velocity for a path inM (i.e., the
norm of the velocity). Thus, our observer inM should be able to measure speeds and
angles.

One of our major theorems in this course will show that certain notions of curvature
are intrinsic. That is, to know howM curves in R3, we do not need to know the way in
whichM sits inside R3, we only need to know how to measure distances, angles, etc. in
M .

Remark 3.11. It is worthwhile to convince yourself that the notions we defined in the
previous section are all intrinsic.

3 Curves and geodesics

We can write curves inM ⊂ Rn either by composing
with a chart, or by giving a smooth map γ : (a, b) → Rn

whose image lies inM . For instance, working in the
torus T 2 ⊂ R3 parameterized by

ϕ(u1, u2) =
(
cos(u1)(2 + cos(u2)), sin(u1)(2 + cos(u2)), sin(u2)

)
We can define a smooth curve in T 2 either by giving the
map

ρ : [0, 2π] R2

t (t, t+ 0.3 sin(2t))

or the composite map γ = ϕ ◦ ρ.

γ(t) = (cos(t)(2 + cos(t+ 0.3 sin(2t))), sin(t)(2 + cos(t+ 0.3 sin(2t))), sin(t+ 0.3 sin(2t)))

The curve described by this function can be visualized as

Since we already have a good understanding of the theory of curves and their curvatures,
it makes sense that we would try to first study manifolds by studying curves in them. We
will not yet seek to define curvatures for manifolds, but instead will try to connect notions
of length to our previous understanding of curves.

Recollection 1. A curve in a k-submanifoldM ⊂ Rn is a smooth map

γ : [a, b] M

We say that γ is regular if the tangent vector γ̇(t) := dγt(1) ∈ TpM is always nonzero, or,
equivalently if I(γ̇, γ̇) is always nonzero.

Remark 3.12. Since the inclusionM ⊂ Rn is smooth, we can view any curve inM as a
smooth curve in Rn.

Instead of immediately studying curvature, our aim is to study straightness. Our guid-
ing example in doing so will be the following dictum

A curve from x to y in the Euclidean space Rn is a straight line if
and only if its length is the shortest length of a curve from x to y.

Our aim will be use this as a definition of straightness in a submanifold. However, to make
actual use of this, we need to understand what we mean by the shortest length.

Example 3.13. Consider the sphere S2 ⊂ R3, and consider the points y = (1, 0, 0) and
x = (0, 0, 1). We can consider two curves in S2:
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γ : [0, 3π/2] S2 ⊂ R3

t (sin(t), 0,− cos(t))

and
ρ : [0, π/2] S2 ⊂ R3

t (sin(t), 0, cos(t))

Both of these curves self-evidently go from x to y.
If we, for a moment, assume that ρ is the shortest path from x to y staying in S26, 6 It is, but proving this will take some time.

then we notice something odd. By symmetry, γ is composed of the shortest path from x

to (−1, 0, 0), then the shortest path from (−1, 0, 0) to (0, 0,−1), then the shortest path
from (0, 0,−1) to y. However, γ is clearly longer than ρ. This suggests that there is some
property weaker than being the shortest path from x to y that both of these curves have.

Because of examples like this, we will first focus on characterizing curves that are
critical points of length. To make this formal, we make the following definition: Below is a picture of a proper variation (in red) of a

curve γ (in blue)in the torus.
Definition 3.14. Let γ : [a, b] → M ⊂ Rn be a smooth curve inM . A variation of γ is a
smooth map

H : (−c, c)× [a, b] M

for some c > 0 such that the curveH(0, t) = γ(t). We call a variation proper if H(u, a) =

γ(a) and H(u, b) = γ(b) for all u ∈ (−c, c). We will denote the first coordinate of a
variation by u, and the second by t.

The idea of studying variations of curves is that, since we have a family of curves
varying according to the parameter u, we can take a derivative of the length, and check if
γ(t) = H(0, t) might represent a local minimum. To ease notation, lets write γu(t) :=

H(u, t).
To do this, we consider the functional of u

L(u) :=

∫ b

a

√
I(γ̇u(t), γ̇u(t))dt

We can then take the derivative of L(u) with respect to u

dL

du
(0) =

d

du

∫ b

a

√
I(γ̇u(t), γ̇u(t))dt

∣∣
u=0

=

∫ b

a

∂

∂u

√
I(γ̇u(t), γ̇u(t))

∣∣
u=0

dt

We then rewrite the integrand in terms of the Euclidean inner product.

∂

∂u

√
〈γ̇u(t), γ̇u(t)〉 =

1√
〈γ̇u(t), γ̇u(t)〉

〈
∂

∂u

∂

∂t
γu(t),

∂

∂t
γu(t)

〉
We make the simplifying assumption that γ0(t) = γ(t) is unit speed. Evaluating at u = 0

thus yields
∂

∂u

√
〈γ̇u(t), γ̇u(t)〉

∣∣
u=0

=

〈
∂

∂u

∂

∂t
γu(t),

∂

∂t
γu(t)

〉 ∣∣
u=0
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We can then apply the equality of mixed partials for smooth functions to get

dL

du
(0) =

∫ b

a

〈
∂

∂t

∂

∂u
γu(t),

∂

∂t
γu(t)

〉 ∣∣
u=0

dt

Finally, we notice that

∂

∂t

〈
∂

∂u
γu(t),

∂

∂t
γu(t)

〉
=

〈
∂

∂t

∂

∂u
γu(t),

∂

∂t
γu(t)

〉
+

〈
∂

∂u
γu(t),

∂2

∂t2
γu(t)

〉
so that

∂

∂t

〈
∂

∂u
γu(t),

∂

∂t
γu(t)

〉
−
〈
∂

∂u
γu(t),

∂2

∂t2
γu(t)

〉
=

〈
∂

∂t

∂

∂u
γu(t),

∂

∂t
γu(t)

〉
Applying the fundamental theorem of calculus. We thus can rewrite dL

dt (0) as

dL

dt
(0) =

〈
∂

∂u
γu(t)

∣∣
u=0

,
∂

∂t
γ0(t)

〉 ∣∣∣∣b
t=a

−
∫ b

a

〈
∂

∂u
γu(t)

∣∣
u=0

,
∂2

∂t2
γ0(t)

〉
dt

For a variation γu(t) of a curve γ(t) = γ0(t), we will often denote dL
dt (0) by δL.

Definition 3.15. We call the derivative δL the first variation of arc length
We call a smooth curve γ : [a, b] → M ⊂ Rn a geodesic if, for every variation H of γ,

the corresponding derivative ∂L vanishes.
Notice that, per our definition, a geodesic is not necessarily a local minimum for

length, or even a local extremum, but merely a critical point.

Remark 3.16. Notice that, a priori, the formula for δL is not intrinsic. The second deriva-
tive d

dtγ(t) need not live in the tangent space Tγ(t)M , and so is an extrinsic quantity.

We can now notice that there is a vector field lurking in our formula for δL. Pictorially, the variation field is, unsurprisingly, the
tangent vector field which points in the direction that
H(u, t) changes the curve. For instance, for the proper
variation in the torus we drew before, we get

Definition 3.17. Let H : (−c, c)× [a, b] →M ⊂ Rn be a proper variation of a curve γ in
M . The vectors

V (t) :=
∂

∂u
γu(t)

∣∣∣∣
u=0

= dH(eu)

form a tangent vector field along γ, i.e. a smooth map V : [a, b] → TM such that, for each
t ∈ [a, b], V (t) ∈ Tγ(t)M . We call this tangent vector field the variation field of H .

We can then rewrite our formula of above in a simpler form:

δL = 〈V, γ′(t)〉
∣∣∣∣b
t=a

−
∫ b

a

〈
V,
d2γ

dt2

〉
dt

We thus can compute the derivative δL in terms of only the following information:

• The tangent vector γ′(t) = dγt(1) to the curve γ.

• The second derivative d2γ
dt2 (t) ∈ Tγ(t)Rn.
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• The tangent vector field V (t) along γ associated to the variation.

Ideally, we’d like to determine if the curve γ satisfies δL = 0 for every proper variation
(i.e., is a geodesic) without having to test every possible variation of γ. To have any hope
of doing this, we need to understand what kind of vector fields can arise as dH(eu) for
some variation H .

Proposition 3.18. Let γ : [a, b] → M ⊂ Rn be a smooth curve, and let X : [a, b] → TM

be a tangent vector field along γ with X(a) = 0 = X(b). Then there is a proper variation H
of γ whose variation field is X .

Proof. We will prove this proposition in the special case where the image of γ is con-
tained in a single chart. The more general case follows similarly, but with rather more
effort.

Let φ : U ⊂ Rk → M be a chart such that γ([a, b]) ⊂ φ(U). In particular, we can
write γ = φ ◦ ρ where ρ : [a, b] → U is a smooth curve in U . Since dφ : TU → TM is
an isomorphism at every point, there is a smooth vector fieldW : [a, b] → TU along the
curve ρ such that dφ ◦W = V .

We then define a smooth map ψ : (−1, 1)× [a, b] → Rk by

ψ(u, t) = ρ(t) + uW (t)

Notice that when u = 0, we obtain simply the curve ρ. Notice, too, that ψ(u, a) = ρ(a)

and ψ(u, b) = ρ(b) are constant, so that ψ is a proper variation of the curve ρ.
Choose ε > 0 such the image of (−ε, ε) × [a, b] under ψ is contained in U . Then

H = φ ◦ ψ is a proper variation of γ. Moreover, the variation field of this variation has
components (

∂

∂u
(φ(ρ(t) + uW (t))

∣∣
u=0

)j
=
∂φj

∂xi
W i(t)

so that the variation field of H is dφ ◦W = V , as desired.

Definition 3.19. LetM ⊂ Rn be a k-submanifold, and let p ∈ M . Write TpM⊥ for the
collection of all vectors in TpRn orthogonal to every tangent vector toM at p. We call
TpM

⊥ the normal space toM at p. We can uniquely write every vector w ∈ TpRn as

w = wT + wN

where wT ∈ TpM , and wN ∈ TpM
⊥. We call wT the tangential component of w and wN

the normal component of w.
Given a vector field X on U ⊂ M , we obtain two new vector fields XT and XN by

taking the tangential and normal components of X at each point. These satisfy

XT (p) ∈ TpM and Xn(p) ∈ TpM
⊥

and X = XT +XN .

Corollary 3.20. Let γ : [a, b] → M ⊂ Rn be a smooth curve inM . Then γ is a geodesic if
and only if (

d2γ

dt2

)T
(t) = 0

for every t ∈ [a, b].
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Proof. Suppose first that the tangential component of d
2γ
dt2 is zero. We then notice that, for

any proper variation H of γ, V (a) = V (b) = 0. Thus,

δL = −
∫ b

a

〈
V,
d2γ

dt2

〉
dt

However, since V is a tangent vector field, and the tangential component of d
2γ
dt2 vanishes,

this becomes δL = 0 as desired.
On the other hand, suppose that γ is a geodesic. The vector field(

d2γ

dt2

)T
is a tangent vector field along γ. We can then define a tangent vector field

X(t) = (t− a)(b− t)

(
d2γ

dt2

)T
along γ, which satisfies X(a) = 0 = X(b). By Proposition 3.18, there exists a variation H
with X as its variation field. Applying our formula for δL to H , we thus obtain

δL = −
∫ b

a

〈
X,

d2γ

dt2

〉
dt

= −
∫ b

a

(t− a)(b− t)

∣∣∣∣∣
(
d2γ

dt2

)T ∣∣∣∣∣
2

dt

The integrand is continuous and always non-negative, and so since δL = 0 the integrand
must vanish identically. This implies that(

d2γ

dt2

)T
= 0

except possibly when t = a or t = b. However, since(
d2γ

dt2

)T
is continuous, it must vanish identically on all of [a, b], completing the proof.

Example 3.21. Let us first consider the case of Euclidean space Rn as a submanifold of
Rn. We wish to understand what the geodesics are. Let γ : [a, b] → Rn. Since Rn is its
own ambient space, it is easy to see that all of d

2γ
dt2 is tangential. Thus, γ is a geodesic if

and only if γ′′(t) = 0. Integrating, we thus find that there are vectors a, v ∈ Rn such that

γ(t) = a+ tv

i.e., γ is a straight line.

Example 3.22. We now consider curves on the sphere S2. Let γ : [a, b] → S2 be a
geodesic, and assume without loss of generality that γ has unit speed. Since the tangent
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plane to S2 at any point p ∈ S2 is orthogonal to p (considered as a vector in TpR3), we
can thus notice that γ′′(t) = λ(t)γ(t), i.e. the second derivative of γ is always a scalar
multiple of γ.

Since γ(t) is always a unit vector, we see that γ′(t) is orthogonal to γ(t), so γ is a
Frenet curve7 , and the Frenet vectors e1(t) and e2(t) are γ′(t) and γ(t), respectively. The 7 Technically, we must show that γ′′(t) is non-zero. To

do this, consider t0 ∈ [a, b]. By symmetry, we may
assume that γ(t0) = (0, 0, 1), and so assume that the
restriction of γ to [t0 − ϵ, t0 + ϵ] lies in the image of
the upper hemisphere coordinate chart. Without loss of
generality, we can thus write

γ(t) =

(
x(t), y(t),

√
1− x(t)2 − y(t)2

)
The condition that |γ′(t)| = 1 gives us

−2x(t)y(t)x′(t)y′(t) +
(
y(t)2 − 1

)
x′(t)2 +

(
x(t)2 − 1

)
y′(t)2

x(t)2 + y(t)2 − 1
= 1

On the other hand, we can compute γ′′(t), yielding(
x′′(t), y′′(t),

−2x(t)x′′(t)− 2x′(t)2 − 2y(t)y′′(t)− 2y′(t)2

2
√

−x(t)2 − y(t)2 + 1

−
(−2x(t)x′(t)− 2y(t)y′(t))2

4 (−x(t)2 − y(t)2 + 1)3/2

)
Suppose that x′′(t0) and y′′(t0) are zero, then the final
component is

−2x(t0)y(t0)x′(t0)y′(t0) +
(
y(t0)2 − 1

)
x′(t0)2 +

(
x(t0)2 − 1

)
y′(t0)2

(−x(t0)2 − y(t0)2 + 1)3/2

Which, by the condition that |γ′(t0)| = 1 is simply

−
1√

−x(t0)2 − y(t0)2 + 1

which is non-zero.

third Frenet vector is

e3(t) = e1(t)× e2(t)

and its derivative is
e′3(t) = e′1(t)× e2(t) + e1(t)× e′2(t)

= γ′′(t)× γ(t) + γ′(t)× γ′(t)

= 0

We thus see that e3 is constant, and so the second curvature κ2(t) vanishes. Thus, γ is
contained entirely in a plane in R3. By symmetry, we may assume that this plane is a
plane with constant z-coordinate, and we may exclude the cases of the poles, since we
are assuming that the image of γ is more than simply a point. Hence, we may write γ in
spherical coordinates as

γ(t) = (sin(α) cos(u(t)), sin(α) sin(u(t)), cos(α))

The derivatives of this expression are

γ′(t) = (− sin(α) sin(u(t))u′(t), sin(α) cos(u(t))u′(t), 0)
γ′′(t) =

(
− sin(α) cos(u(t))(u′(t))2,− sin(α) sin(u(t))(u′(t))2, 0

)
Since we assume that γ has unit speed, this means that

(u′(t))2 sin2(α) = 1

that is, u′(t) is constant.
We thus see that

|γ′′(t)|2 = sin2(α)(u′(t))4

〈γ(t), γ′′(t)〉 = − sin2(α)(u′(t))2

For γ′′(t) to have no tangential component, we must thus have

sin2(α)(u′(t))2 = sin(α)(u′(t))2

i.e.,

sin(α) = sin2(α)

Since, by assumption 0 < α < π, this means that α = π/2 and u(t) = t. We thus see that
the only geodesics are arcs of great circles on the sphere.
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4 Directional derivatives

We will now briefly digress, and discuss how we can think about tangent fields as “direc-
tions to take derivatives on a submanifold”. We will throughout work in the image of a
chart φ : U → M The basic idea here is that, given a smooth function f : M → R, the
vector tangent vector dfp(∂iφ) ∈ Tf(p)R ∼= R can be computed as

dfp(∂iφ) =
∂f

∂xi

or, more formally, as ∂
∂xi (f ◦ φ). Moreover, since the partial derivative is defined as

the derivative of a function composed with a coordinate curve, we can view ∂f
∂xi as a

directional derivative in the xi-direction onM .
To generalize this, let

γ : (−a, a) U

be a curve in U . Write q = γ(0) and p = φ(q). Then we can take a derivative of f along
the curve γ exactly as we would along along one of the coordinate curves:

d

dt
(f ◦ φ ◦ γ)|t=0 =

∂(f ◦ φ)
∂xi

dγi

dt
|t=0 =

dγi

dt
|t=0

∂f

∂xi
(q)

Since this only depends on the tangent vector γ′(0) and the point p, for any tangent
vector

V = V i(∂iφ)(p)

we can define the directional derivative in the V -direction at p to be

V (f) = V i
∂f

∂xi
(p).

More generally still, we can extend this construction to vector fields:

Definition 3.23. Let f : M → R be a smooth function, and let X = Xi∂iφ be a smooth
tangent vector field on φ(U). We define a new smooth function on φ(U)

X(f) := Xi ∂f

∂xi
.

This is sometimes called the action of X on f .

Notice that, if we change coordinates to a new coordinate y, the function X(f) is
unchanged. The components of X with respect to the coordinates y are

X
i
=
∂yi

∂xj
Xj

and so
Xi

∂f

∂yi
= Xj ∂y

i

∂xj
∂f

∂yi
= Xj ∂f

∂xj

as expected.
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Exercise 12. Show that, for tangent vector fields X,Y on φ(U) and smooth functions
f, g :M → R,

• X(f + g) = X(f) +X(g)

• X(fg) = X(f)g + fX(g)

• (X + Y )(f) = X(f) + Y (f)

We now might wonder what might happen if we try to take X(Y (f)) — A kind of
directional second derivative. We can compute

X(Y (f)) = X

(
Y i

∂f

∂xi

)
= Xj ∂Y

i

∂xj
∂f

∂xi
+XjY i

∂2f

∂xj∂xi

This has two different components — one which looks like a second derivative, and one
which looks like a directional derivative. We will consider second derivatives more gen-
erally in the next section, but for the time being we are interested in trying to extract the
part that looks like a directional derivative. We could simply forget about the tangential
component, but this would not give us a vector field independent of the choice of coordi-
nates, for instance, we can compute

X
j ∂Y

i

∂yj
∂f

∂yi
= Xk ∂y

j

∂xk
∂

∂yj

(
Y r

∂yi

∂xr

)
∂f

∂yi

= Xk ∂y
j

∂xk

(
∂Y r

∂xm
∂xm

∂yj
∂yi

∂xr
+ Y r

∂yi

∂xm∂xr
∂xm

∂yj

)
∂f

∂yi

= Xk ∂y
j

∂xk
∂xm

∂yj
∂Y r

∂xm
∂yi

∂xr
∂f

∂yi
+Xk ∂y

j

∂xk
∂xm

∂yj
Y r

∂2yi

∂xm∂xr
∂f

∂yi

= Xk ∂Y
r

∂xk
∂f

∂xr
+XkY r

∂2yi

∂xk∂xr
∂f

∂yi

Since this is not the same result as directly computing with respect to the coordinate x,
this is not a well-defined vector field.

However, we can notice that the “error term” is symmetric in X and Y . Thus, we can
make the following definition.

Definition 3.24. Let X = Xi∂iφ and Y = Y i∂iφ be tangent vector fields on φ(U). The
Lie Bracket of X and Y is the tangent vector field

[X,Y ] :=

(
Xk ∂Y

i

∂xk
− Y k

∂Xi

∂xk

)
∂iφ

on φ(U).

Exercise 13. Show that, for a smooth function f :M → R,

[X,Y ](f) = X(Y (f))− Y (X(f)).
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5 The covariant derivative

We now understand that the (not obviously intrinsic) quantity

(γ′′)
T

is a significant part of understanding the geometry of curves in a manifold. Our next
goal is to try to understand this as a kind of derivative in its own right — the covariant
derivative. On a heuristic level, this will measure how much a curve γ is bending in the
tangent plane. However, there is a more general notion of covariant derivative, which
takes as input a general vector field.

Lets consider a coordinate chart φ : U → M , with coordinate x on U and a tangent
vector field

V = V i
∂φ

∂xi

on φ(U). Differentiating V with respect to xj , we find

∂V

∂xj
=
∂V i

∂xj
∂φ

∂xi
+ vi

∂2φ

∂xj∂xi

This derivative is not strictly tangential — the first component is, but linear combination
of mixed partials

vi
∂2φ

∂xj∂xi

may not be. We want to consider only the tangential component of this derivative.
At any point p ∈ φ(U), we can extend the basis ∂1φ(p), . . . , ∂kφ(p) to a basis

(∂1φ(p), . . . , ∂kφ(p), βk+1, . . . , βn)

such that each of the βj are orthogonal to each of the ∂iφ. We can thus write

∂2φ

∂xj∂xi
= Γki,j(p)∂kφ(p) +miβ.

The first term of this expression is the (unique) tangential component of ∂2ϕ
∂xi∂xj .

Definition 3.25. Let φ : U → M be a coordinate chart. The Christoffel symbols with
respect to φ are the unique functions Γki,j : φ(U) → R such that

∂2φ

∂xi∂xj
= Γki,j(p)∂kφ(p) + u.

where u is a vector orthogonal to TpM .
The covariant derivative of a vector field V = V i∂iφ in the ∂jφ-direction is the tangen-

tial component of ∂V
∂xj , that is

∇jV =
∂V i

∂xj
∂iφ+ V iΓkj,i∂kφ

More generally, given a tangent vector field X = Xi∂iφ on U , the covariant derivative of
V along X is the tangent vector field

∇XV = Xj∇jV = Xj ∂V
i

∂xj
∂iφ+XjV iΓkj,i∂kφ
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Before proving results about the covariant derivative, let’s connect it back to geodesics.
Let γ = φ ◦ ρ, where ρ is a curve in U , and consider the vector field

γ′(t) =
dρi

dt
∂iφ = V i∂iφ.

The second derivative can then be written as
d2γ

dt2
=
dV i

dt
∂iφ+ V i

∂2φ

∂xi∂xj
dρj

dt

the tangential component is thus(
d2γ

dt2

)T
=
dV i

dt
∂iφ+ V iV jΓki,j∂kφ

Supposing we can extend the V j to functions on an open neighborhood of our curve, we
can rewrite the first term in terms of V i(ρ(t)), and thus obtain(

d2γ

dt2

)T
=
∂V i

∂xℓ
dρℓ

dt
∂iφ+ V iV jΓki,j∂kφ

=
∂V i

∂xℓ
V ℓ∂iφ+ V iV jΓki,j∂kφ

= ∇γ′γ′

Now, this last step is not fully justified — there is no reason to assume that the V i can be
extended to smooth functions beyond the image of γ.8 We instead use this as a definition 8 This is, however, true, though we will not prove it in

this course.for the covariant derivative of a tangent vector field V along a curve γ:

Definition 3.26. Let γ : [a, b] → M be a smooth curve, with corresponding tangent
vector field γ′ along γ. Let V be a vector field along γ. The covariant derivative of V along
γ is the tangent vector field

∇γ′V =
dV i

dt
∂iφ+ V i

dρj

dt
Γki,j∂kφ.

With these definitions in hand, we now prove some properties of the covariant deriva-
tive and the Christoffel symbols.

Lemma 3.27. The Christofel symbols Γki,j are intrinsic.

Proof. We work in a chart φ : U → M . Denote the matrix of the first fundamental form
with respect to the coordinates x on U by g. Then notice that

∂

∂xk
gi,j =

∂

∂xk
〈∂iφ, ∂jφ〉

=

〈
∂2φ

∂xk∂xi
, ∂jφ

〉
+

〈
∂iφ,

∂2φ

∂xk∂xj

〉
Since taking inner products with ∂jφ only detects the tangential components of vector
fields, we then find

∂

∂xk
〈∂iφ, ∂jφ〉 =

〈
∂2φ

∂xk∂xi
, ∂jφ

〉
+

〈
∂iφ,

∂2φ

∂xk∂xj

〉
= Γℓk,i 〈∂ℓφ, ∂jφ〉+ Γℓk,j 〈∂ℓφ, ∂iφ〉
= Γℓk,igℓ,j + Γℓk,jgℓ,i
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Noting that, by the equality of mixed partials, Γℓi,j = Γℓj,i, we then see that

2gℓ,kΓ
ℓ
i,j =

∂gj,k
∂xi

+
∂gk,i
∂xj

− ∂gi,j
∂xk

Since g is an invertible matrix, we can write the components of its inverse as gi,j . We thus
find that

Γri,j =
1

2
gr,k

(
∂gj,k
∂xi

+
∂gk,i
∂xj

− ∂gi,j
∂xk

)
This means that the Christoffel symbols can be expressed solely in terms of derivatives of
the first fundamental form’s matrix and local coordinates. In other words, the Christoffel
symbols are intrinsic.

Corollary 3.28. The covariant derivative ∇XY is intrinsic.

Remark 3.29. Our key motivation for defining the covariant derivative is to understand
geodesics. In our new notation, a curve γ : [a, b] →M is a geodesic if and only if

∇γ′γ′ = 0.

Thus, we can understand our analogue of “straight lines” by studying the covariant
derivative.

We now prove that our definition of the covariant derivative is independent of our
choice of coordinates.

Lemma 3.30. Let φ : U → M and ψ : V → M be two charts with the same image, and
coordinates y and x respectively. Write Γ̃ki,j and Γki,j for the Christoffel symbols of ψ and φ
respectively. Then

Γ̃ki,j =
∂yℓ

∂xj
∂yr

∂xi
∂xk

∂ym
Γmℓ,r +

∂xk

∂ym
∂2ym

∂xi∂xj

Proof. Once again, this is simply a computation. We compute

∂2ψ

∂xi∂xj
=

∂2φ

∂yℓ∂yr
∂yℓ

∂xj
∂yr

∂xi
+
∂φ

∂yℓ
∂2yℓ

∂xi∂xj

=
∂2φ

∂yℓ∂yr
∂yℓ

∂xj
∂yr

∂xi
+

∂2yℓ

∂xi∂xj
∂ℓφ

taking the tangential component, we obtain(
∂2ψ

∂xi∂xj

)T
=
∂yℓ

∂xj
∂yr

∂xi
Γkℓ,r∂kφ+

∂2yk

∂xi∂xj
∂kφ

and applying Lemma 2.41, we see that(
∂2ψ

∂xi∂xj

)T
=
∂yℓ

∂xj
∂yr

∂xi
Γkℓ,r

∂xk

∂ym
∂kψ +

∂2ym

∂xi∂xj
∂xk

ym
∂kψ
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so that the coefficient of ∂kψ is

Γ̃ki,j =
∂yℓ

∂xj
∂yr

∂xi
∂xk

∂ym
Γmℓ,r +

∂xk

∂ym
∂2ym

∂xi∂xj

as desired.

Lemma 3.31. Let V and X be vector field on an open subset ofM . Then the vector field
∇XV is independent of the choice of chart.

Proof. Exercise.

6 Parallel vector fields

Our next goal is to understand how we make use of the covariant derivative. The basic
idea is that ∇i is the analogue of the usual partial derivative operators that is adapted
to work on tangent vector fields. Given X = Xi∂iφ, we can view X as a differential
operator on smooth functions, and the analogous differential operator on vector fields is
∇X .

For one example of the way in which this is true, we will connect partial derivatives
to covariant derivatives via a form of the product rule. Let X = Xi∂iφ, V = V i∂iφ,
andW = W i∂iφ be tangent vector fields on a k-submanifoldM ⊂ Rn. We can define a
smooth function

〈V,W 〉 :M R

p I(Vp,Wp) 〈Vp,Wp〉

via the first fundamental form. We can take the X-derivative of this function using the
usual product rule for functions into Rn:

X (〈V,W 〉) = Xi ∂

∂xi
〈V,W 〉

= Xi

(〈
∂

∂xi
V,W

〉
+

〈
V,

∂

∂xi
W

〉)
=

〈
Xi ∂

∂xi
V,W

〉
+

〈
V,Xi ∂

∂xi
W

〉
=

〈(
Xi ∂

∂xi
V

)T
,W

〉
+

〈
V,

(
Xi ∂

∂xi
W

)T〉
= 〈∇XV,W 〉+ 〈V,∇XW 〉

So the product rule still holds when we replace the partial derivative with the covariant
derivative, we thus get an expression in terms of only intrinsic quantities

X(〈V,W 〉) = 〈∇XV,W 〉+ 〈V,∇XW 〉

Analogously, if γ : [a, b] →M is a smooth curve, we have

d

dt
(〈Vγ(t),Wγ(t)〉) = 〈∇γ′V,W 〉+ 〈V,∇γ′W 〉

It is this latter equation which motivates our next definition.
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Definition 3.32. We say that a tangent vector field V is parallel along a curve γ when

∇γ′V = 0.

The basic idea here is that, for any two vector fields along γ, then

d

dt
(〈Vγ(t),Wγ(t)〉) = 〈∇γ′V,W 〉+ 〈V,∇γ′W 〉 = 0

so that the length of the vectors is constant along γ, and the angle between them is con-
stant along γ.

Intuitively, we would expect that given any tangent vector Xγ(a) in Tγ(a)M , we can
choose a parallel vector field along γ by “dragging Xγ(a) along γ”. More rigorously, we
have the following.

Lemma 3.33. Let γ : [a, b] → M be a smooth curve, and let v ∈ Tγ(a)M be a tangent
vector. There is a unique parallel vector field Y along γ such that Yγ(a) = v.

Proof. We expand the equation ∇γ′Y = 0, yielding

dY i

dt
∂iφ+ Y i

dxj

dt
Γℓi,j∂ℓφ = 0.

We can collect the coefficients of ∂ℓφ to get an equivalent system of equations:

dY ℓ

dt
+ Y i

dxj

dt
Γℓi,j = 0 1 ≤ ` ≤ k

This is a linear first-order system of ODEs with smooth coefficients, so that subject to the
initial conditions Y i(γ(a)) = v there is a unique solution on [a, b].

Definition 3.34. Given γ and v as in the lemma, we call the resulting parallel vector field
Y the parallel transport of v along γ.

Example 3.35. We compute a parallel transport on the sphere S2 ⊂ R3, using polar
coordinates

φ(u1, u2) = (cos(u1) cos(u2), cos(u1) sin(u2), sin(u1)).

We use the curve
γ(t) =

(
1√
3
cos(t), 1√

3
sin(t), 2√

3

)
and note that γ = φ ◦ ρ, where ρ(t) =

(
arccos(1/

√
3), t

)
.

To write down the desired ODEs, we first compute the first fundamental form

g =

(
1 0

0 cos2(u1)

)

and the Christoffel symbols

Γ1
i,j =

(
0 0

0 cos(u1) sin(u1)

)
Γ2
i,j =

(
0 − tan(u1)

− tan(u1) 0

)
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We can also compute the derivatives du
1

dt = 0 and du2

dt = 1. Let us parallel transport the
vector

v = 2∂1φ+ ∂2φ.

Our initial value problem for Y is thus

dY 1

dt
+

√
2

3
Y 2 = 0

dY 2

dt
+
√
2Y 1 = 0

Y 1(0) = 2

Y 2(0) = 1

and so the coefficients of the parallel transport are9 9 Pictorially, the parallel transport of v along γ looks
something like

where I have rescaled the vectors Yγ(t) to have length 1
2
,

for ease of viewing.

Y 1(t) = 2 cos
(√

2

3
t

)
−

√
3

3
sin
(√

2

3
t

)

Y 2(t) = 1 cos
(√

2

3
t

)
+ 2

√
3 sin

(√
2

3
t

)
.



4
CuRvatuRe

We now come to the heart of the course: the definition of curvature for a submanifold
of Rn. The remainder of the course will be a process of specialization: first to n − 1-
dimensional submanifolds of Rn, and eventually to surfaces — 2-dimensional submani-
folds of R3. We will work in the following special case:

Definition 4.1. A hypersurface in Rn+1 is an n-dimensional submanifold of Rn+1.

1 The Gauß map

Now that we are working with hypersurfaces, we have a much better way of controlling
normal vectors to our chosen hypersurfaceM ⊂ Rn+1. Since each tangent space TpM ⊂
TpRn+1 is an n-dimensional subspace1 The space TpM⊥ is one-dimension. In particular, 1 We say that such a subspace (or the manifoldM itself)

has codimension 1. This simply means that the difference
in dimensions betweenM and the embedded space is 1.

there are precisely two unit vectors: ±n in ±n ∈ TpM
⊥.

Now suppose that φ : U → M is a chart on our hypersurface. On φ(U), we can define
a unique normal vector field

n : φ(U) TRn+1

satisfying the following conditions:

• At every p ∈ φ(U), n(p) is orthogonal to TpM .

• At every p ∈ φ(U), n(p) is a unit vector.

• The basis
(∂1φ, . . . , ∂nφ, n)

of TpRn+1 is always positively oriented.

Definition 4.2. We call the unique smooth vector field n : φ(U) → TRn+1 constructed
above the normal field on φ(U). Since we can view n(p) ∈ TpRn+1 as a unit vector in
Rn+1, i.e., as a point in Sn. We thus obtain a smooth map

n : φ(U) Sn ⊂ Rn+1

In this form, we call n the Gauß map on U .



70 walKeR h. steRn

Example 4.3. IfM ⊂ R3 is a 2-dimensional submanifold of R3 — what we call a surface
— then the Gauß map can be computed on the image of a chart φ as

n =
∂1φ× ∂2φ

|∂1φ× ∂2φ|

So, for instance, we can consider the torus T 2 ⊂ R3 , with parameterization

φ(u1, u2) =
(
sin(u1)(cos(u2) + 2), cos(u1)(cos(u2) + 2), sin(u2)

)
.

The coordinate vector fields are Plotted out, one possible normal field for the torus (the
negative of the one derived in the example) looks like

∂1φ =
(
cos(u1)

(
cos(u2) + 2

)
,− sin(u1)(cos(u2) + 2), 0

)
and

∂2φ =
(
− sin(u1) sin(u2),− cos(u1) cos(u2), cos(u2)

)
The unit normal is thus

n = (− sin(u1) cos(u2),− cos(u1) cos(u2),− sin(u2))

Notice that this is actually a well-defined smooth map on the entire torus, since it is 2π-
periodic in both parameters.

Example 4.4. It is also possible to define a global normal field on the n-sphere Sn ⊂
Rn+1. In this case, the Gauß map

n : Sn Sn

is either the identity map or its negative, depending on which convention is chosen.

A natural next question to ask is: can we always define a global normal field/Gauß
map? That is, can we define n smoothly on the entire manifoldM? The answer to this
question is no, as the next example demonstrates. If we plot the normal field once around the Möbius

band, we can more immediate see the problem with
extending n to all ofM :

Notice that after looping once around the Möbius band,
the normal field must change direction. We thus get a
discontinuity when we return to our original point.

Example 4.5. We consider the Möbius bandM ⊂ R3. This is the surface given by the
parameterization

ψ(u1, u2) =

2 cos(u2)− u1 cos(u2) sin(u2/2)
2 sin(u2)− u1 sin(u2) sin(u2/2)

u1 cos(u2/2)


From this parameterization, one can compute that the normal field should be

n(u1, u2) = (− cos(u2/2) ∗ cos(u2),− cos(u2/2) ∗ sin(u2),− sin(u2/2)).

This causes a problem: the parameters (0, 0) and (0, 2π) specify the same point inM ,
but the corresponding normal vectors are opposite. We thus see that we can’t extend the
normal field smoothly to all ofM .

Definition 4.6. We call a hypersurfaceM ⊂ Rn+1 orientable if there is a smooth global
normal field onM . Otherwise, we callM non-orientable.



intRoduction to diffeRential geometRy 71

2 The shape operator

We now come to the heart of our study of hypersurfaces: curvature. Throughout this
section we will work locally on a single coordinate chart, φ : U → M ⊂ Rn+1, on our
chosen hypersurface.

Our aim is to define a notion of curvature for hypersurfaces. One reasonable notion is
by taking derivatives of the normal field, as the following example demonstrates.

Example 4.7. Let A be an (n+ 1)× n matrix of rank n. Then the image of

A : Rn Rn+1

is a hyperplane H ⊂ Rn+1 through the origin in Rn+1. Thus, there is a unit vector
v ∈ Rn+1 such that

H = {x ∈ Rn | 〈x, v〉 = 0}.

Since the map A is injective, smooth, and regular (the Jacobian of A at any point is
simply A), we can viewH as a hypersurface in Rn+1. The associated Gauß map

n : H Sn

is the constant map on v, i.e. n(p) = v for all p ∈ H . We thus see that, taking the
derivative of n in any direction yields the zero vector 0.

Example 4.8. The Gauß map n for S2 ⊂ R3 is the identity map. If we take a smooth
curve γ : [a, b] → S2 and compute the derivative, we get

d

dt
n(γ(t)) = γ′(t)

And thus, in general, this vector is non-zero.

More generally, if we draw a surface, we see that the derivative of the normal field will
change in a given direction precisely when the surface is curved in that direction.2 Thus 2 For example, examining the normal field on the follow-

ing half-cylinder

We see that taking derivatives of n along a curve will
yield zero along the “straight” coordinate curves, and
something non-zero along any other direction.

we might expect that a good notion of curvature will involve derivatives of the normal
field.

Our problem now is: which direction do we take a derivative in? Fortunately, there is a
devilishly simple solution: all of them! We will consider the differential of the Gauß map:
dnp : TpM → TpS

n.
However, we will reinterpret the Gauß map as follows. Notice that since n is a unit

vector, 〈n, n〉 = 1. Taking a partial derivative of this relation (with respect to a coordinate
xi) yields

2〈 ∂n
∂xi

, n〉 = 0

That is, ∂n∂xi is orthogonal to the unit normal, and thus can be viewed as a tangent vector
on n. We can then note that

dn ◦ (∂iφ) =
∂n

∂xi

so we can view dn as a linear map

dn : TpM TpM.
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Definition 4.9. LetM ⊂ Rn+1 be a hypersurface, and φ : U → M a chart. Let n be the
Gauß map on φ(U). For p ∈ φ(U), the shape operator3 is the map 3 Also sometimes called the Weingarten map.

L : TpM TpM

v dn(v)

Proposition 4.10. The shape operator is self-adjoint with respect to the first fundamental
form.

Proof. It suffices to show this on a basis, i.e., to check that

〈dn(∂iφ), ∂jφ〉 = 〈∂iφ, dn(∂jφ)〉

Note first that
dn(∂jφ) =

∂n

∂xj

Moreover, since ∂iφ is a tangent vector, and n a normal vector, we have

〈∂iφ, n〉 = 0

Taking a derivative with respect to xj we obtain〈
∂iφ,

∂n

∂xj

〉
+

〈
∂2φ

∂xj∂xi
, n

〉
= 0

and, similarly, 〈
∂jφ,

∂n

∂xi

〉
+

〈
∂2φ

∂xi∂xj
, n

〉
= 0

applying the equality of mixed partials for smooth functions, we thus obtain〈
∂iφ,

∂n

∂xj

〉
=

〈
∂jφ,

∂n

∂xi

〉
as desired.

Definition 4.11. Since L is a self-adjoint linear map, there is an orthonormal4 basis 4 Orthonormal with respect to the first fundamental
form.of TpM which diagonalizes L. We call the vectors in this orthonormal eigenbasis the

principal directions ofM at p. The corresponding eigenvalues are called the principal
curvatures ofM at p.

Example 4.12. For Sn ⊂ Rn+1, the shape operator is the identity. Thus, any orthonormal
basis of TpSn can be considered the principle directions, and the principal curvatures are
all 1.

More generally, for r > 0, we can consider the r-scaled n-sphere:

rSn = {x ∈ Rn+1 | |x| = r} ⊂ Rn+1.

It is quite easy to see that the Gauß map is the map which sends x ∈ rSn to x
r . Thus, the

principal curvatures of rSn at any point are all 1
r .
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Example 4.13. We again consider the torus, T 2 ⊂ R3, using the coordinate chart

φ(u1, u2) =
(
sin(u1)(cos(u2) + 2), cos(u1)(cos(u2) + 2), sin(u2)

)
.

The coordinate vector fields are

∂1φ =
(
cos(u1)

(
cos(u2) + 2

)
,− sin(u1)(cos(u2) + 2), 0

)
and

∂2φ =
(
− sin(u1) sin(u2),− cos(u1) sin(u2), cos(u2)

)
The unit normal is

n(u1, u2) = (sin(u1) cos(u2), cos(u1) cos(u2), sin(u2))

We can compute the differential of n using the Jacobian

Jn =

 cos(u1) cos(u2) − sin(u1) sin(u2)
− sin(u1) cos(u2) − cos(u1) sin(u2)

0 cos(u2)


The corresponding images of the coordinate vector fields are

L(∂1φ) = (cos(u1) cos(u2),− sin(u1) cos(u2), 0)

and
L(∂2φ) = (− sin(u1) sin(u2),− cos(u1) sin(u2), cos(u2))

Expressing these vectors in terms of the basis ∂1φ, ∂2φ, we find

L(∂1φ) = (cos(u1) cos(u2),− sin(u1) cos(u2), 0) = cos(u2)
2 + cos(u2)∂1φ

and
L(∂2φ) = (− sin(u1) sin(u2),− cos(u1) sin(u2), cos(u2)) = ∂2φ

This is quite convenient, especially since the vector fields ∂1φ and ∂2φ are already orthog-
onal. Moreover, ∂2φ is already a unit vector field. Normalizing ∂1φ does not change the
matrix representation, so our principal curvatures are

κ1 =
cos(u2)

2 + cos(u2)
and

κ2 = 1.

We now want to get a single function from the shape operator which measures “how
curvy” a hypersurface is at a given point. There are two ways to do this.

Definition 4.14. The Gaußian curvature of a hypersurfaceM is the determinant of the
shape operator.

K = det(L).

The mean curvature is a normalized version of the trace:

H =
1

n
tr(L)

where n is the dimension ofM .
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Example 4.15. The Gaußian curvature of the r-scaled n-sphere rSn ⊂ Rn+1 is

K =
1

rn
.

The mean curvature of rSn is
H =

1

r
.

The Gaußian curvature of the torus T 2 ⊂ R3 is

K =
cos(u2)

2 + cos(u2)

The mean curvature of T 2 is

H =
3 + 2 cos(u2)
4 + 2 cos(u2) .

3 The second fundamental form

We now are in a position to deepen our understanding of curvature, and to tie the covari-
ant derivative together with the shape operator.

Definition 4.16. LetM ⊂ Rn+1 be a hypersurface, and φ : U → M a chart. The second
fundamental form at p ∈ φ(U) is the symmetric bilinear form

II : TpM × TpM R

defined by
II(v, w) = I(L(v), w) = 〈L(v), w〉.

We use hi,j to denote the matrix of II with respect to the basis ∂iφ of TpM , i.e.

II(∂iφ, ∂jφ) = hi,j .

For X = Xi∂iφ, Y = Y i∂iφ, the second fundamental form can then be written as

II(X,Y ) = hi,jX
iY j .

A priori, the second fundamental form may not seem to have a particularly geomet-
ric interpretation. To correct this, we first connect the second fundamental form to the
covariant derivative.

Proposition 4.17. For tangent vector fields X,Y on φ(U),

Xi ∂

∂xi
Y = ∇XY − II(X,Y )n.

In particular,

hi,j = II(∂iφ, ∂jφ)

is the length of the normal component of ∂2ϕ
∂xi∂xj .
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Proof. We first compute

Xi ∂

∂xi
Y = Xi ∂

∂xi
(Y j∂jφ)

= Xi ∂Y
j

∂xi
∂jφ+XiY j

∂2φ

∂xi∂xj

= Xi ∂Y
j

∂xi
∂jφ+XiY jΓki,j∂kφ+XiY jui,jn

= ∇XY +XiY jui,jn

where ui,jn is the normal component of ∂2ϕ
∂xi∂xj . It thus suffices to show that −ui,j is the

second fundamental form applied to ∂iφ and ∂jφ.
From the proof of Proposition 4.10, we have that

hi,j = 〈L(∂iφ), ∂jφ〉
= 〈dn ◦ ∂iφ, ∂jφ〉

= −
〈
n,

∂2φ

∂xi∂xj

〉
completing the proof.

This means that we can reinterpret the second fundamental form II(X,Y ) as measur-
ing the normal component of the rate of change of Y in the X direction.

Notation 4.18. Given a non-degenerate bilinear form B : TpM × TpM → R with
corresponding matrix b = {bi,j} with respect to a coordinate basis, we denote by bi,j the
entries of the matrix b−1.

We can relate the Gaußian curvature to the first and second fundamental forms as
follows.

Proposition 4.19. Let `ji be the coefficients of the shape operator with respect to the coordi-
nate basis, i.e.

L(∂iφ) = `ji∂jφ.

Then
`ji = gj,khk,i.

Proof. The form I is a symmetric bilinear form, L is a self-adjoint operator with respect
to I, and II is the symmetric bilinear form associated to L. Thus, the proposition follows
immediately from Lemma C.17.

Corollary 4.20. The determinant of the shape operator L is given by

det(L) = det(h) det(g−1).

where g and h are the matrices of the first and second fundamental forms, respectively

Corollary 4.21. For any i,
∂n

∂xi
= gj,khk,i∂jφ
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4 Ways of computing curvature

In our previous discussions, we actually came up with several different ways of computing
the curvatures of a hypersurface:

1. We can directly compute the shape operator with respect to a basis as follows. We first
compute the coordinate vector fields ∂iφ, and then we compute the unit normal n. We
then take derivatives ∂n

∂xi , and express these as linear combinations of the coordinate
vector fields. We thus obtain a matrix representation of L, and can diagonalize it to
obtain principal curvatures and principal directions.

2. As before, we can compute the coordinate vector fields and the unit normal. However,
we can instead directly compute the second fundamental form. To do this, we recall
that

II(∂iφ, ∂jφ) = −
〈
n,

∂2φ

∂xi∂xj

〉
.

We can then compute the Gaussian and mean curvatures in terms of the cooeficients
gi,j and hi,j .

The second of these methods is often more computationally intensive, but can still be
useful. We provide an example of such a computation.

Example 4.22. We return to the torus T 2 ⊂ R3, using the coordinate chart

φ(u1, u2) =
(
sin(u1)(cos(u2) + 2), cos(u1)(cos(u2) + 2), sin(u2)

)
.

The coordinate vector fields are

∂1φ =
(
cos(u1)

(
cos(u2) + 2

)
,− sin(u1)(cos(u2) + 2), 0

)
and

∂2φ =
(
− sin(u1) sin(u2),− cos(u1) sin(u2), cos(u2)

)
.

The unit normal is

n(u1, u2) = (sin(u1) cos(u2), cos(u1) cos(u2), sin(u2)).

The second derivatives of the chart are

∂2φ

∂u1∂u2
= (− cos(u1) sin(u2), sin(u1) sin(u2), 0)

∂2φ

∂u1∂u1
=
(
− sin(u1)

(
cos(u2) + 2

)
,− cos(u1)(cos(u2) + 2), 0

)
∂2φ

∂u2∂u2
=
(
− sin(u1) cos(u2),− cos(u1) cos(u2),− sin(u2)

)
The first fundamental form with n then yields

h =

(
cos2(u2)(cos(u2) + 2) 0

0 −1

)
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The metric is given by

g =

(
(cos(u2) + 2)2 0

0 1

)
so we have

g−1 =

(
1

(cos(u2)+2)2 0

0 1

)
We thus see that

L = g−1h =

(
cos2(u2)

(cos(u2)+2) 0

0 1

)
precisely as we previously calculated.

5 Interpreting curvature

Now that we have defined curvature, let us try to understand more precisely what it
means. The first thing to note is that, for an arbitrary tangent vector field X = Xi∂iφ,

dn ◦X = Xidn ◦ ∂iφ = Xi ∂n

∂xi
.

that is, L(X(p)) is the derivative of n in the X(p) direction. Because of this, the shape
operator L captures all of the ways in which the normal direction can change at a point.

The principal directions and curvatures, however, are special. For v ∈ TpM to be an
eigenvector of L at p ∈ M means that, in the v direction, the normal is also changing
in precisely the v-direction. As such, the principal directions at p are the “directions in
whichM bends at p,” and the corresponding principal curvatures are “how muchM is
bending in the v direction at p”. More can be said, however.

Proposition 4.23. The unit vectors v ∈ TpM on which II(v, v) its maximal and minimal
values are eigenvectors of L.

Proof. This is actually a much more general statement. Let B : Rn × Rn → R be a
symmetric, positive-definite bilinear form, and let L : Rn → Rn be a self-adjoint map. We
will show that the maxima and minima of B(L(v), v) on

{v ∈ Rn | B(v, v) = 1}

are eigenvectors of L.
Without loss of generality, we may assume that B is the Euclidean inner product, by

choosing a B-orthonormal basis. We may also, without loss of generality, assume that L
is represented by a diagonal matrix A, and that the eigenvectors are the standard basis
vectors. We are left with the task of finding the maxima and minima of

f(v) = 〈Av, v〉 =
∑
i

ai,iv
ivi

subject to the constraint that

g(v) = 〈v, v〉 =
∑
i

vivi = 1.
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We apply the method of Lagrange multipliers, i.e. we seek to find values λ ∈ R such
that

(Jf)− λ(Jg) = 0

for any v ∈ Sn−1.
Computing the Jacobians, we obtain 2a1,1v

1 − 2λ1v
1

· · ·
2an,nv

n − 2λnv
n

 = 0

The only possible solutions of this equation are λ = ai,i for some i, and v is a linear
combination of the standard basis vectors ej for which aj,j = ai,i. Thus, the only possible
extrema on Sn−1 are eigenvectors of L, proving the proposition.

We typically write κ1, . . . , κn for the principal curvatures, with

κ1 ≤ κ2 ≤ · · · ≤ κn.

Thus, κ1 is always the smallest possible value of the curvature, and κn the largest.
When we consider a surface — a hypersurfaceM ⊂ R3 — we only have two principal

curvatures: κ1 and κ2. We thus only have two possibilities at p ∈M :

1. κ1 = κ2, and the shape operator is multiplication by a constant value. The surface
curves the same amount in every direction at p.

2. κ1 < κ2. The curvature is smallest in the first principal direction, and largest in the
second principal direction.

In some sense, only the absolute value of curvature corresponds to how much the
surface curves. The sign of the curvature corresponds to which direction the surface is
bending in. The sign of the Gaußian curvature thus tells us whether the surface is bending
the same way in all directions, or whether it bends both “upwards”5 and “downwards” 5 towards the unit normal.

depending on the direction. In all, there are four cases to consider for a surfaceM ⊂ R3.

Case I,K > 0: In this case, κ1 and κ2 have the same sign, and are both non-zero. Pictori-
ally, we have one of the following cases:
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Case II,K < 0: In this case, κ1 and κ2 have opposite signs. Pictorially:

Case III,K = 0 κ1 6= 0 oR κ2 6= 0: In this case, there is a direction in which the surface
does not bend, and a direction in which it does. Pictorially:
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Case IV,K = κ1 = κ2 = 0: In this case, the surface is flat at p (though not necessarily
more generally)

6 Surfaces and the Theorema Egregium

Before moving on to our first main theorem, let us briefly summarize what we know
about the intrinsic vs. extrinsic natures of our various constructions.

• By definition, the hypersurfaceM and the first fundamental form I (or, equivalently,
the matrix-valued function g) are intrinsic.
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• We defined the covariant derivative ∇X in an extrinsic way, as the tangential com-
ponent of a derivative in the ambient space. However, we showed that the Christoffel
symbols are intrinsic, and thus, in Corollary 3.28, that the covariant derivative is intrin-
sic.

• The shape operator is the differential of the unit normal field, and thus is manifestly
extrinsic.

• The second fundamental form is the normal component of a derivative in the ambient
space, and thus is extrinsic.

• The principal directions, principal curvatures, Gaußian curvature, and mean curvature
are defined via the shape operator (or equivalently the second fundamental form). As a
result these are extrinsic quantities, telling us how much our hypersurface bends in the
ambient space.

We now come to the first punchline of this course: the Gaußian curvature, which
we defined purely extrinsically, is actually intrinsic — it doesn’t depend on the ambient
space, but only on the first fundamental form. While this is true (up to a sign) in higher
dimensions, to prove this would go beyond the scope of this course. We will therefore
make one final specialization: to surfaces.

Definition 4.24. A surface is a hypersurface in R3.

Most of the examples we have considered so far in the course are surfaces — partly for
ease of visualization. It is also in this context that, Gauß’s Theorema Egregium6 was first 6 This means, in Latin, something like “Remarkable

Theorem”.proven.7 7 It is worth pointing out that variants of the Theorema
Egregium hold for hypersurfaces in higher dimensions.
The proofs, however, are far more complicated, and the
precise statement varies with the parity of the dimension
of the ambient space. For these reasons, we will not
delve into the higher dimensional cases any further.

Theorem 4.25 (Theorema Egregium). LetM ⊂ R3 be a surface. The Gaußian curvature of
M is intrinsic.

To prove this theorem, we will make use of everything we have defined thus far: the
covariant derivative, the first and second fundamental forms, and the shape operator. We
will attack the Theorema Egregium by expressing combinations of the coefficients of the
second fundamental form in terms of Christoffel symbols. These are the Gauß equations.

Proposition 4.26 (Gauß equations). LetM ⊂ R3 be a surface8, and let φ : U → M be a 8 This does not, in fact, require thatM be a surface. The
argument works for any hypersurface in Rn+1.chart. Then

∇i∇j∂kφ−∇j∇i∂kφ = II(∂jφ, ∂kφ)L(∂iφ)− II(∂iφ, ∂kφ)L(∂jφ)

or, equivalently

∂

∂xk
Γni,j −

∂

∂xj
Γni,k +

(
Γℓi,jΓ

n
ℓk − Γℓi,kΓ

n
ℓ,j

)
= gℓ,n (hi,jhk,ℓ − hi,khj,ℓ) .

Proof. While this may look like a nightmare, it is simply two different computations of a
tangential component of a third-order partial derivative

∂3φ

∂xi∂xj∂xk
.
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We will compute the version of the Gauß equations using covariant derivatives, and leave
the coordinate form to the reader.

The computation amounts to the repeated application of Proposition 4.17. We compute

∂3φ

∂xi∂xj∂xk
=

∂

∂xi

(
∂2φ

∂xjxk

)
=

∂

∂xi
(∇j(∂kφ)− II(∂j , ∂k)n)

= ∇i∇j(∂kφ)− II(∂i,∇j(∂kφ))n−
(

∂

∂xi
II(∂j , ∂k)

)
n− II(∂j , ∂k)

∂n

∂xi

We then take the tangential component, eliminating multiples of n, this leaves(
∂3φ

∂xi∂xj∂xk

)T
= ∇i∇j(∂kφ)− II(∂j , ∂k)

∂n

∂xi

An identical computation shows(
∂3φ

∂xj∂xi∂xk

)T
= ∇j∇i(∂kφ)− II(∂i, ∂k)

∂n

∂xj
.

The equality of mixed partials for smooth functions means that these two quantities are
equal, and thus we have

∇i∇j∂kφ−∇j∇i∂kφ = II(∂jφ, ∂kφ)
∂n

∂xi
− II(∂iφ, ∂kφ)

∂n

∂xj

Finally, noting that L(∂iφ) = ∂n
∂xi , we have that

∇i∇j∂kφ−∇j∇i∂kφ = II(∂jφ, ∂kφ)L(∂iφ)− II(∂iφ, ∂kφ)L(∂jφ)

The second version of the Gauß equations simply amounts to considering the cooefficient
of ∂mφ in the coordinate expansion of each side. We leave the task of expanding this
expression to the reader.

Corollary 4.27. For any indices i, j, k, `, the quantity

hi,jhk,ℓ − hi,khj,ℓ

is intrinsic. In particular,
det(h) = h1,1h2,2 − h1,2h2,1

is an intrinsic quantity.

Proof. Multiplying the Gauß equations by g shows that the desired quantity can be ex-
pressed purely in terms of Christoffel symbols and the first fundamental form g, both of
which are intrinsic.

Proof of the Theorema Egregium. Applying Proposition 4.20, we see that the Gaußian
curvatureK is

K = det(L) = det(h) det(g)−1.

However, g is intrinsic and, by Corollary 4.27 det(h) is intrinsic. Thus,K is intrinsic, as
desired.
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7 The Riemannian curvature

In our proof of the Theorema Egregium, we related the Gaußian curvature to intrinsic
quantities: det(h) and det(g). On the one hand, this is a satisfactory result, it showed us
that the Gaußian curvature was intrinsic. However, it is somewhat unsatisfactory that we
do not have an intuitive interpretation of the quantity det(h).

To rectify this, we will examine the expression on the left-hand side of the Gauß equa-
tions:

∇i∇j∂kφ−∇j∇i∂kφ

The basic idea here is that this expression measures the failure of parallel transport
around a very small loop to be the identity map.

Before we do this, however, we need to note something a bit odd. We can take three
arbitrary vector fields, and feed them into the coefficients

∂

∂xk
Γni,j −

∂

∂xj
Γni,k +

(
Γℓi,jΓ

n
ℓk − Γℓi,kΓ

n
ℓ,j

)
defined by the expression ∇i∇j∂kφ − ∇j∇i∂kφ. When we do this for X = Xi∂iφ,
Y = Y i∂iφ, and Z = Zi∂iφ, we get(

∂

∂xk
Γni,j −

∂

∂xj
Γni,k +

(
Γℓi,jΓ

n
ℓk − Γℓi,kΓ

n
ℓ,j

))
XkY jZi∂nφ

A tedious computation shows that this is not the coordinate representation of

∇X∇Y Z −∇Y∇XZ.

Rather, a somewhat tedious computation shows that we get

∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z.

Definition 4.28. The Riemann curvature tensor9 is the map which sends three vector 9 We are not going to define tensors in this course.
Fortunately, we will not need to in our exploration of the
Riemannian curvature.

fields to a vector field, given by

R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z

From our coordinate formula for the Lie bracket, we see that

[∂iφ, ∂jφ] =

(
δℓi
∂δk

∂xℓ
− δℓj

∂δki
∂xℓ

)
∂kφ = 0

since derivatives of the Kronecker delta are identically zero. Thus, wee see that the Rie-
mann tensor simplifies to the expression

∇i∇j∂kφ−∇j∇i∂kφ

when applied to coordinate vector fields.
We will give a heuristic interpretation of this expression in terms of parallel transport,

to try and explain why it might appear in a description of curvature.10 We consider the 10 This explanation is cribbed from physics courses, and
is not fully rigorous. Nonetheless, it does give a sense of
what R(X,Y )Z should represent.

following setup. Consider a small loop inM comprised of four curves, γ, ρ, ξ and χ as in
the following figure.
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p γ

ξ ρ

χ

Suppose that γ and χ are defined for t ∈ [0, λ], and ξ, ρ are defined for u ∈ [0, µ].
Write γ′(0) = V , ξ′(0) = W , and suppose that ρ′(0) is the parallel transport ofW

along γ, and similarly that χ′(0) is the parallel transport of V along ξ. We will start with
a tangent vector X at p, and parallel transport it along γ and ρ, and the compare the result
to the parallel transport of X along ξ and χ.

Throughout, we will also tacitly act as though (t, u) are coordinates on the little rectan-
gle bounded by our curves.

If we extend the vector X to a parallel vector field along γ, we see that

∇γ′X = 0

or, in coordinates
dXk

dt
= −Xi dγ

j

dt
Γki,j

And similarly for the parallel transport ofW along γ. We then Taylor expand X ,W , and
the Christoffel symbols in t, to approximate their values at (λ, 0).

Xk|(λ,0) = Xk|(0,0) −
(
Xi dγ

j

dt
Γki,j

)
|(0,0)λ+ H.O.T.

= Xk|(0,0) −Xi|(0,0)V j |(0,0)Γki,j |(0,0)λ+ H.O.T.
W k|(λ,0) =W k|(0,0) −W i|(0,0)V j |(0,0)Γki,j |(0,0)λ+ H.O.T.

Γki,j |(λ,0) = Γki,j |(0,0) +
∂Γki,j
∂xℓ

|(0,0)V ℓ|(0,0)λ+ H.O.T

Applying the same procedure to parallel transport X|(λ,0) along ρ, we obtain (up to sec-
ond order)

Xk|(λ,µ) = Xk −XiV jΓki,jλ−

[(
Xi −XℓV rΓiℓ,rλ

) (
W j −W ℓV rΓjℓ,rλ

)(
Γki,j +

∂Γki,j
∂xp

V pλ

)]
µ+ H.O.T

where every coefficient on the right-hand side is evaluated at (0, 0). Simplifying this
expression, we then obtain a vector which we denote

Xk
∥γ,ρ = Xk −XiV jΓki,jλ−XiW jΓki,jµ

+XiW ℓV r

(
Γjℓ,rΓ

k
i,j −

∂Γki,j
∂xr

+ Γni,rΓ
k
n,ℓ

)
+ H.O.T.

Performing the same procedure along ξ and χ, we obtain a vector Xk
∥ξχ. We then take the
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difference of these two vectors. A brief computation shows

Xk
∥γ,ρ −Xk

∥ξ,χ = XiW ℓV r

(
Γni,rΓ

k
n,ℓ − Γni,ℓΓ

k
n,r +

∂Γki,r
∂xℓ

−
∂Γki,ℓ
∂xr

)
λµ+ H.O.T.

= XiW ℓV rRkℓ,r,iλµ+ H.O.T

Thus, to second order, the difference between these two parallel transports of X is

X∥γ,ρ −X∥ξ,χ = R(W,V )Xλµ

As such, we can interpret the Riemann curvature as measuring ”how much parallel trans-
port around a small loop fails to be the identity”.

8 Some computations of the curvature of surfaces

In this short section, we work through a number of examples of curvatures for surfaces, to
provide some additional context for the rest of the chapter.

Example 4.29. We consider the helicoid11, a surface defined by a single chart 11 An image is

φ(u1, u2) = (u2 cos(u1), u2 sin(u1), u1)

which we will treat as defined on (−∞,∞)×(0,∞). The coordinate vector fields are then

∂1φ = (−u2 sin(u1), u2 cos(u1), 1)
∂2φ = (cos(u1), sin(u1), 0)

The first fundamental form is then given by

g =

(
(u2)2 + 1 0

0 1

)

We can compute the unit normal using the cross product on R3:

n =
1√

1 + (u2)2

(
− sin(u1), cos(u1),−v

)
We thus see that

∂n

∂u1
=

1√
1 + (u2)2

(
− cos(u1),− sin(u1), 0

)
= − 1√

1 + (u2)2
∂2φ

and
∂n

∂u2
= − 1√

1 + (u2)2
3 ∂1φ.

Thus, the matrix representation of the shape operator12 is 12 We may notice that the matrix we obtain is not
symmetric. The reason for this is that the shape operator
is self adjoint with respect to the first fundamental form,
i.e.

lki gk,j = ℓkj gi,k.

In this case, this translates to

−(1 + (u2)2)
1

(1 + (u2)2)3/2
= −

1√
1 + (u2)2

which clearly holds.

L =

 0 − 1
(1+(u2)2)3/2

− 1√
1+(u2)2

0


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So we see that the Gaussian curvature is

K = − 1

(1 + (u2)2)2

and the mean curvature is H = 0. Notice that this is enough for us to deduce the principal
curvatures without having to diagonalize L.

Example 4.30. Let γ(t) be a unit speed curve with first coordinate strictly positive. We
can parameterize the resulting surface of revolution as

φ(u1, u2) =
(
γ1(u2) cos(u1), γ1(u2) sin(u1), γ2(u2)

)
We will use dots above functions to denote derivatives, to ease notation. We thus have

∂1φ = (−γ1(u2) sin(u1), γ1(u2) cos(u1), 0)

and
∂2φ = (γ̇1(u2) cos(u1), γ̇1(u2) sin(u1), γ̇2(u2))

We then compute the cross product of our coordinate vector fields

∂1φ× ∂2φ =

γ1(u2)γ̇2(u2) cos(u1)γ1(u2)γ̇2(u2) sin(u1)
−γ1(u2)γ̇1(u2)


The norm of this vector is γ1(u2), so our unit normal is

n =
(
γ̇2(u2) cos(u1), γ̇2(u2) sin(u1), γ̇1(u2)

)
.

Taking derivatives yields

∂n

∂u1
=
(
−γ̇2(u2) sin(u1), γ̇2(u2) cos(u1), 0

)
=
γ̇2(u2)

γ1(u2)
∂1φ

and
∂n

∂u2
=
(
γ̈2(u2) cos(u1), γ̈2(u2) sin(u1), γ̈1(u2)

)
However, since γ is unit speed, we have that γ̇ and γ̈ are orthogonal, hence

γ̈1 = − γ̈
2γ̇2

γ̇1

Thus

∂n

∂u2
=

(
γ̈2(u2) cos(u1), γ̈2(u2) sin(u1), γ̈

2(u2)γ̇2(u2)

γ̇1(u2)

)
=
γ̈2(u2)

γ̇1(u2)
∂2φ.

The matrix of the shape operator with respect to the coordinate basis is thus

L =

(
γ̇2(u2)
γ1(u2) 0

0 γ̈2(u2)
γ̇1(u2)

)

The Gaußian curvature is then
K =

γ̈2γ̇2

γ̇1γ1
= − γ̈

1

γ1



5
The Gauß-Bonnet TheoRem

The second major theorem we will discuss is the Gauß-Bonnet Theorem, which defines a
topological invariant of surfaces based on curvatures. Along the way, we will define fur-
ther curvatures of submanifolds, and develop some more techniques to compute deriva-
tives and integrals on submanifolds. Much of what we do in this chapter holds in higher
dimensions, and so we will temporarily move away from surfaces before returning to the
2-dimensional setting for the Gauß-Bonnet Theorem itself.

1 Geodesic curvature

We first return to the theme of covariant derivatives and parallel transport. Recall that, for
a hypersurfaceM ⊂ Rn+1, a curve γ : [a, b] → M from p to q, and a vector v ∈ TpM ,
we defined the parallel transport of v along γ to be the unique vector field X along γ such
that

∇γ′X = 0 and Xγ(a) = v.

A geodesic is then a curve whose tangent field is parallel along γ, i.e., such that ∇γ′γ′ =

0.
Taking an arbitrary (not necessarily geodesic) curve γ : [a, b] → M , we can still

consider the vector field
∇γ′γ′

along γ. At each point along γ this vector will tell us the tangential rate of change of the
tangent field of γ. In some sense, this measures how far from being a geodesic.

Definition 5.1. The geodesic curvature of a unit speed curve γ : [a, b] →M is the norm

κg(γ) = |∇γ′γ′|.

This is a smooth function of the parameter of γ so long as γ is regular.
On the other hand, we define the normal curvature of the unit speed curve γ in Rn to

be the length of the normal component of the second derivative. More precisely

κn(γ) = 〈γ′′, n〉

Remark 5.2. There are a number of interesting relations between four different notions
of curvature we have now defined.
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• Our first setup is as follows: Suppose that γ : (a, b) → M is a unit speed curve such
that, when viewed as a curve γ : (a, b) → Rn+1, γ is a Frenet curve. Denote by κ1 the
first curvature of γ as a Frenet curve in Rn+1. ∇γ′γ′ is the tangential component of
the second derivative, and 〈γ′′, n〉 is the normal component. We thus have the relation

γ′′ = ∇γ′γ′ + 〈γ′′, n〉n

Since ∇γ′γ′ and 〈γ′′, n〉n are orthogonal, we get the Pythagorean identity

|γ′′|2 = |∇γ′γ′|2 + 〈γ′′, n〉2

or, more simply
κ21 = κ2g + κ2n

• On the other hand, let γ be a unit speed curve such that γ′(0) = v is a principal
direction at γ(0). Recall from Section 5 that, writing γ = φ ◦ ρ for some chart φ, we
have

γ′′(0) =
d2ρi

dt2
∂iφ+ vivj

∂2φ

∂xi∂xj

Thus, the normal component of γ′′(0) is

κn(0) =

〈
vivj

∂2φ

∂xi∂xj
, n0

〉
equivalently, this is

κn(0) = vivj
〈

∂2φ

∂xi∂xj
, n0

〉
= −vivjhi,j = −II(v, v)

i.e., the negative of the principal curvature corresponding to the principal direction v.

Example 5.3.

1. We first consider Rn as a submanifold of itself. In this case, there is no normal di-
rection in the ambient space, and so the covariant derivative agrees with the usual
partial derivative in the ambient space. If we consider a unit-speed Frenet curve
γ : [a, b] → Rn, then we find that κg(γ) is simply∣∣∣∣d2γdt2

∣∣∣∣
which is the first curvature of γ, considered as a Frenet curve in Rn.

2. Consider a circle in S2 ⊂ R3 defined by z = sin(θ) for some θ ∈ (0, π/2). An
arc-length parameterization of such a circle would be

γ(t) =

(
cos(θ) cos

(
t

cos(θ)

)
, cos(θ) sin

(
t

cos(θ)

)
, sin(θ)

)
This factors through the chart

φ(u1, u2) = (cos(u1) cos(u2), cos(u1) sin(u2), sin(u1))
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as γ = φ ◦ ρ where ρ(t) =
(
θ, t

cos(θ)

)
. Notice that γ′(t) = cos(θ)∂2φ(γ(t)). The curves we are considering look like

From Example 3.35, we have the Christoffel symbols of this chart:

Γ1
i,j =

(
0 0

0 cos(u1) sin(u1)

)
Γ2
i,j =

(
0 − tan(u1)

− tan(u1) 0

)

We thus can compute

∇γ′γ′ = − sin(θ)
cos2(θ)∂2φ

To compute the geodesic curvature, we thus need only compute the norm of

∂2φ =
(
− sin(u2) cos(u1), cos(u2) cos(u1), 0

)
κg(γ) = |∇γ′γ′| = sin(θ)

cos(θ) .

Notice that cos(θ) =: r is the radius of the circle γ in the plane z = sin(θ), so that we
have

κg(γ) =

√
1− r2

r
.

2 Orientation and integration

Previously, when we discussed volume integrals in a manifold, we glossed over the fact
that the sign of our integrals could depend on a choice of chart φ. We now return and to
rectify this problem, by applying to the notion of orientation.

Recall that, forM ⊂ Rn a k-submanifold, and φ : U → M a chart, we defined the
integral of f :M → R over A ⊂ φ(U) to be∫

ϕ−1(A)

fdV :=

∫
ϕ−1(A)

(f ◦ φ)
√

det(g)dx.

We showed that for a diffeomorphism ψ : V → U with det(Jψ) > 0, then the value of
this integral is the same, regardless of whether we compute using φ or φ ◦ ψ. This gives us
a hint as to the structure we need to define integrals on all ofM .

Definition 5.4. Two charts φ : U → M and ψ : V → M are said to be consistently
oriented if the diffeomorphism

φ−1 ◦ ψ : ψ−1(φ(U) ∩ ψ(V )) φ−1(φ(U) ∩ ψ(V ))

is orientation preserving, i.e., if det(J(φ−1 ◦ ψ)) > 0. An orientation ofM is a collection
of consistently oriented charts U := {(φα, Uα)}α∈I such that every point p ∈ M is
contained in at least one chart φα(Uα). We callM together with a choice of orientation
an oriented submanifold. We will call a chart φ : U → M which is consistently oriented
with every chart in U a oriented chart, and we will implicitly assume that U contains every
oriented chart.
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Proposition 5.5. LetM ⊂ Rn be an oriented manifold and f : M → R a continuous
function. Then the integral ∫

M

fdV

is independent of the choice of oriented charts used to compute it.

Proof. This is a corollary of Proposition 3.8.

We have previously defined orientability in terms of the Gauß map. The following
proposition shows that these two notions are the same.

Proposition 5.6. LetM ⊂ Rk+1 be a hypersurface. The following types of data are
equivalent:

1. A choice of orientation onM .

2. A global Gauß map n :M → Sk .

Proof. First, suppose that we have an orientation onM . Given an oriented chart φ : U →
M , the vectors ∂1φ, . . . , ∂kφ provide a basis of TpM at every point p ∈ φ(U). We can
thus determine a unique unit normal n on φ(U) by requiring that {∂1φ, . . . , ∂kφ, n} is a
positively oriented basis of Rk+1 ∼= TpRk+1.

To show that this is independent of the choice oriented chart, we note that, given a
diffeomorphism ψ : V → U , the bases ∂iφ and ∂i(φ ◦ ψ) are related by Jψ. Thus,
{∂1φ, . . . , ∂kφ, n} is positively oriented if and only if {∂1(φ ◦ ψ), . . . , ∂k(φ ◦ ψ), n} is
positively oriented. As such, the unit normals defined by two different oriented charts
agree, and so we can define a unit normal globally onM .

On the other hand, suppose that we have a global Gauß map n onM . Then we define
an orientation U onM by including only those charts φ such that {∂1φ, . . . , ∂kφ, n} is a
positively oriented basis of Rk+1. As above, this immediately implies that the Jacobians
relating two charts in U have positive determinant.

These two constructions are clearly inverse, completing the proof.

For hypersurfaces, we can thus think about an orientation as a global Gauß map.

3 Compactness

Up until now, we have required very general conditions on our submanifolds — a hyper-
plane in Rn was as good as an (n − 1)-sphere. However, our main result in this chapter
pertains to integration, and so we need to ensure a certain finiteness going forward. The
condition we will use to this end is called compactness and more commonly belongs to
the realm of topology. Intuitively, the compact manifolds are those which “close up”. For
instance, among surfaces in R3, the sphere an torus are compact, while every plane is not
compact. More formally:

Definition 5.7. We call a subset S ⊂ Rn compact if, for every infinite sequence {pi}i∈N

of points inM , there is an infinite subsequence which converges to a point inM .
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Notice that this is strictly stronger than requiring that every sequence converges, as
the following examples serve to illustrate.

Example 5.8.

1. The submanifold Rn ⊂ Rn is not compact. The sequence given by

pn = n(1, 0, 0, . . . , 0)

has no convergent subsequence.

2. The open ball B1(0) ⊂ Rn is not compact. Consider the sequence

pn = (1− 1

n
, 0, 0, . . . , 0)

in B1(0). This sequence converges to (1, 0, . . . , 0), and thus so does every subse-
quence. However, (1, 0, . . . , 0) does not lie in B1(0).

A related, but weaker, notion is that of a closed subset.

Definition 5.9. We say that a subset S ⊂ Rn is closed for every sequence {pk}k∈N which
lies in S, if pk converges to a point p ∈ Rn, then p ∈ S.

This is an easier definition to work with, because continuous functions send limits to
limits.

Example 5.10. The n-sphere Sn ⊂ Rn+1 is closed. To see this, notice that we can define
a continuous function

f : Rn+1 R

x
∑

(xi)2

such that Sn = f−1(1). Suppose that pn is a sequence of points in Sn with limit p. Then
we have

f(p) = f( lim
n→∞

pn) = lim
n→∞

f(pn) = lim
n→∞

1 = 1

so that p ∈ Sn.

More generally, any subset of Rn defined as a level set of a continuous function is
closed. As a result, for instance, the torus T 2 ⊂ R3 is also closed.

Example 5.11. The plane P given by z = 0 in R3 is closed. Given any convergent
sequence (an, bn, 0) in P , we see that the limit must be of the form (a, b, 0), and thus also
contained in p.

To show that a subset S is compact seems rather harder than showing that S is closed.
However, it turns out that closure and compactness are closely related.

Theorem 5.12 (Heine-Borel). A subset S ⊂ Rn is compact if and only if S is closed, and
there is a number C > 0 such that, for all x ∈ S, |x| < C . We say that such a set is closed
and bounded.
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We will not give a proof of the Heine-Borel Theorem here, but the interested student
can find proofs in any of a dozen references.1 As a consequence, we immediately see that 1 Or on Wikipedia.

the torus, the n-sphere, and numerous other examples are compact.
But why to we care about compactness? There are many reasons compactness appears

in mathematics, but in our case it is a way to guarantee that integrals over our submani-
folds will be finite.

Lemma 5.13. Suppose that S ⊂ Rn is a compact subset, and that f : S → R is a
continuous function. Then f is bounded on S.

Proof. Suppose, to the contrary, that f is unbounded above.2 Then, for everym ∈ N, the 2 An identical proof works in the case where f is un-
bounded below.set

{p ∈ S | f(p) > m}

is non-empty. Choose a sequence {pm}m∈N of points in S such that f(pm) > m. Since S
is compact, there is some convergent subsequence {pmi}i∈N, with

lim
i→∞

pmi
= p ∈ S.

However, this would imply

lim
i→∞

mi ≤ lim
i→∞

f(pmi) = f(p).

Since the former limit goes to ∞, this is a contradiction.

Corollary 5.14. Let S ⊂ Rn be a compact subset, and let f : S → R be a continuous
function. Then ∫

S

fdx <∞

whenever the former is well-defined.

Proof. Denote by C an upper bound for |f(x)| on C . Then the value of the integral is
bounded above by Vol(S) ·C . Since S is a bounded set, its volume is bounded, completing
the proof.

We will make use of the following fact without proof. The interested student can find
the proof in most books on point-set topology.

Lemma 5.15. Let S ⊂ Rn be a compact subset. Let {Uα}α∈I be a (possibly infinite)
collection of open subsets of S such that ⋃

α∈I
Uα = S.

Then there is a finite set of indices α1, . . . , αm such that
m⋃
i=1

Uαi
= S.

Theorem 5.16. LetM ⊂ Rn be a compact k-submanifold, and let f : M → R be a
continuous function onM . Then ∫

M

fdV <∞.

https://en.wikipedia.org/wiki/Heine-Borel_theorem
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Sketch. Firstly, sinceM compact and f is continuous, f is bounded, i.e. |f | < C .
Now we want to subdivideM into pieces with which we can compute the integral. For

each p ∈ M , choose a coordinate chart φp : B2(0) → M such that φp(0) = p. Then
the restrictions φp|B1(0) coverM . By compactness, there is a finite subset of these charts
φ1, . . . , φr such that

M =

r⋃
i=1

φi(B1(0)).

SubdivideM as a disjoint union

M =

ℓ⋃
j=1

Aj

where each Aj lies entirely in φc(j)(B1(0)) for 1 ≤ c(j) ≤ r. We then have∫
M

fdV =

ℓ∑
j=1

∫
Aj

(f ◦ φc(j))
√

det(g)dx

Since
√

det(g) defines, via φi, a continuous function on B2(0), it is in particular a contin-
uous function on B1(0). We thus see

√
det(g) is bounded on B1(0), say by βi. Thus, we

have ∫
M

fdV =

ℓ∑
j=1

∫
Aj

(f ◦ φc(j))
√

det(g)dx

≤
ℓ∑
j=1

Cβc(j) <∞

as desired.

4 Line integration

We now return to integrals of and along curves. Recall that we defined the length of a
smooth curve γ : [a, b] →M ⊂ Rn to be

L(γ) =

∫ b

a

|γ′(t)|dt =
∫ b

a

√
gi,j

dρi

dt

dρj

dt
dt

where γ = φ◦ρ for some chart φ. We showed that the value of this integral is independent
of orientation-preserving reparameterization of γ, and since the first expression is entirely
independent of the chart, the second does not depend on the chart. We now want to
generalize this to define integrals of functions or vector fields along a curve.

The factor |γ′| in the integral is precisely what causes this expression to be invariant
under reparameterization. More conceptually, including the speed in the integral ensures
that small subdivisions in the corresponding Riemann sum are given a value approxi-
mately equal to the length of a small segment of the curve in Rn.

Definition 5.17. Let f : M → R be a continuous function, and X a smooth tangent field
onM . The line integral of f along γ : [a, b] →M is the quantity∫

γ

fds =

∫ b

a

f(γ(t))|γ′(t)|dt =
∫ b

a

f(γ(t))

√
gi,j

dρi

dt

dρj

dt
dt.
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The line integral of X along γ is the quantity∫
γ

X · ds =
∫ b

a

〈Xγ(t), γ
′(t)〉dt =

∫ b

a

gi,jX
i dρ

j

dt
dt

Our first order of business is to check that neither of these notions depend on orientation-
preserving reparameterizations of γ. Notice that, once again, the first (extrinsic) formula
in each case shows that the integral in the second formula does not depend on the choice
of chart.

Exercise 14. Show that the line integrals in the definition above are independent of
orientation preserving reparameterizations of γ. Show further that orientation-reversing
reparameterizations only reverse the sign.

Remark 5.18. Very often, given coordinates x1, . . . , xk onM , a line integral of a vector
field X along γ is written as ∫

γ

(gi,jX
jdxi)

under the implicit convention that dxi = dρi

dt dt. In two dimensions, for instance, one
might write ∫

γ

g1,jX
jdx1 + g2,jX

jdx2.

The meaning of such a notation can be made more precise using differential forms.

There is also an immediate relation between our two definitions.

Lemma 5.19. Define a function f on the image of γ by

f(γ(t)) =
〈Xγ(t), γ

′(t)〉
|γ′(t)|

i.e., the projection of Xγ(t) onto γ′(t).3 Then 3 Or the component ofX in the γ-direction.∫
γ

fds =

∫
γ

X · ds.

Conversely, given a function f on the image of γ, define a vector field X = f(γ(t)) γ
′(t)

|γ′(t)|
along γ. Then ∫

γ

X · ds =
∫
γ

fds.

In the special case of surfaces, we have another kind of line integral, which will be
key to our version of the divergence theorem. We will need to return to the notion of
orientation to define this second kind of line integral.

Definition 5.20. LetM ⊂ R3 be an oriented surface with Gauß map n, and let γ :

[a, b] → M be a smooth regular curve. Suppose that φ is an oriented chart containing the
image of γ, and X is a vector field along γ. We define∫

γ

X · ds⊥ :=

∫ b

a

〈X, γ′ × n〉 dt

We will sometimes refer to this integral as the (rightward) flow of X across γ.
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As before, the definition does not involve charts, and so the quantity in question is
independent of chart. Before deriving a coordinate formula for

∫
γ
X · ds⊥, we show that it

does not depend on the choice of parameterization of γ.

Lemma 5.21. The integral ∫
γ

X · ds⊥

is invariant under orientation-preserving reparameterizations of γ.

Proof. We first notice that, by the symmetries of the triple product in R3, we have

〈X, γ′ × n〉 = 〈γ′, n×X〉

If γ = ρ(u(t)), where u is an orientation-preserving reparameterization of R, then we see
that ∫ b

a

〈γ′, n×X〉dt =
∫ b

a

〈
ρ′(u(t))

du

dt
, n×X

〉
dt

=

∫ b

a

〈ρ′(u(t)), n×X〉du
dt
dt

=

∫ u(b)

u(a)

〈ρ′, n×X〉du

and so the integral is invariant under orientation-preserving reparameterizations of γ.

We now aim to derive a coordinate form of the integral∫
γ

X · ds⊥.

To do this, we need only find a coordinate form for the triple product 〈X, γ′ × n〉.
The problem we encounter, in a nutshell, is that the triple product is easy to compute

when our vectors are expressed in terms of an orthonormal basis, but the basis Φ :=

{∂1φ, ∂2φ, n} is not necessarily orthonormal. To rectify this, we simply transform Φ into
an orthonormal basis E = {e1, e2, e3} using the Gram-Schmidt process.

We first set
e1 =

∂1φ

|∂1φ|
=

∂1φ√
g1,1

We then compute
u2 = ∂2φ− 〈∂2φ, e1〉e1

= ∂2φ− 1

g1,1
〈∂2φ, ∂1φ〉∂1φ

= ∂2φ− g1,2
g1,1

∂1φ

We then compute

|u2|2 = g2,2 −
g21,2
g1,1

=
1

g1,1
det(g)

Thus,
e2 =

√
g1,1√
det g

(
∂2φ− g1,2

g1,1
∂1φ

)



96 walKeR h. steRn

Finally, since n was already orthogonal to the other two, and is a unit vector, we have

e3 = n.

The corresponding change-of-basis matrix is

A =


1√
g1,1

− g1,2√
g1,1 det(g)

0

0
√
g1,1√
det(g)

0

0 0 1


That is, given a vector v ∈ TpM , and writing vE and vΦ for the expressions for v with
respect to the bases E and Φ respectively, we have

AvE = vΦ.

We can use A to compute triple products in TpM . Given three vectors u, v, w, the triple
product can be computed as

〈u, v × w〉 = det (uE | vE | wE)

since E is orthonormal. Thus, we can compute

det (uE | vE | wE) = det
(
A−1uΦ | A−1vΦ | A−1wΦ

)
= det(A−1) det (uΦ | vΦ | wΦ)

It is easy to see that the determinant of A is

det(A) = 1√
det(g)

,

and so we obtain:

Proposition 5.22. With respect to a coordinate chart φ : U →M ,∫
γ

X · ds⊥ =

∫ b

a

√
det(g)

(
−X2 dρ

1

dt
+X1 dρ

2

dt

)
dt.

Proof. By our previous work we see that

〈X, γ′ × n〉 =
√

det(g) det

X1 dρ1

dt 0

X2 dρ2

dt 0

0 0 1


=
√

det(g)
(
−X2 dρ

1

dt
+X1 dρ

2

dt

)
precisely as desired.

5 Geodesic coordinates and Geodesic curvature revisited

We now specialize back to the case of surfaces. In this context, we have a number of use-
ful computational tools at our disposal, which we will develop in this and the following
sections.



intRoduction to diffeRential geometRy 97

The first of these tools is a type of coordinate system which dramatically simplifies
the form of the metric g. These geodesic coordinates have the key property the metric g is
diagonal. It will turn out that we can always choose geodesic coordinates.

Definition 5.23. LetM ⊂ R3 be a surface. We call a chart φ : U → M with coordinates
(u1, u2) a geodesic (orthogonal) coordinate chart if

1. With respect to the coordinate basis ∂1φ ∂2φ the metric has the form

g =

(
1 0

0 g2,2

)

2. The coordinate curves with constant u2 are geodesics.

We have already met geodesic coordinates: the polar coordinates we defined via the
exponential map. We will use without proof the following lemma, which can be proven
directly using the theory of partial differential equations.

Lemma 5.24. LetM ⊂ R3 be a surface, and p ∈ M a point. There is a geodesic orthogonal
coordinate chart φ : U →M containing p.

Exercise 15. Show that, with respect to a geodesic orthogonal chart φ : U →M ,

Γ1
1,1 = Γ1

1,2 = Γ2
1,1 = 0

and
Γ2
1,2 =

∂

∂u1
ln(√g2,2).

Further show that, with respect to geodesic orthogonal coordinates, the Gaußian curva-
ture is given by

K = − 1
√
g2,2

∂2

∂(u1)2
(√
g2,2
)
.

One of the further useful characteristics of geodesic orthogonal coordinates is that they
define a canonical orthonormal frame: a pair of tangent vector field on φ(U) which, at
every point p in φ(U), determine an orthonormal basis of TpM . In general, when working
with geodesic coordinates, we will set

E1 = ∂1φ E2 =
1

|∂2φ|
∂2φ

and use this as a canonical orthonormal frame for our computations.
We now want to explore how we can compute the geodesic curvature of a curve in

geodesic coordinates. Before we can do this, we need to refine our definition of geodesic
curvature in two dimensions.

Definition 5.25. LetM ⊂ R3 be an oriented surface with Gauß map n, and γ : [a, b] →
M a unit speed curve inM . The geodesic curvature of γ is the unique function κg defined
along γ such that

∇γ′γ′ = κg(n× γ′)
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This merely amounts to adding a sign to κg , depending on whether the curve γ is
turning “right” or “left” with respect to the orientation ofM .

We now aim to understand how we can express κg using geodesic coordinates. First,
we warm up with an exercise:

Exercise 16. Define
f : R S1 ⊂ R2

t (cos(t), sin(t))

and let µ : [a, b] → S1 be a smooth function.

1. Show that, given p̃ ∈ R and a semi-circle U ⊂ S containing p := f(p̃), there is a
unique open interval (c, c+ π) ⊂ R containing p such that

f |(c,c+π) : (c, c+ π) U

is a diffeomorphism.

2. Show that there is a smooth function θ : [a, b] → R such that

µ(t) = (cos(θ(t)), sin(θ(t))).

Further show that any two such functions differ by a constant multiple of 2π.

Proposition 5.26. LetM ⊂ R3 be an oriented surface with Gauß map n : M → S2. Let
φ : U → M be an oriented geodesic coordinate chart with coordinates (u1, u2) on U . Let
γ : [a, b] →M be a unit speed curve which factors through φ as γ = φ ◦ ρ. Then

1. There is a smooth function
θ : [a, b] R

such that
γ′(t) = cos(θ(t))E1 + sin(θ(t))E2.

2. If θ and θ are two functions satisfying part (1), then the difference θ(t) − θ(t) is constant
on a multiple of 2π.

3. The geodesic curvature is given by

κg =
dθ

dt
+

(
∂

∂u1
√
g2,2

)
dρ2

dt

Proof. We first notice that the frame {E1, E2} allows us to uniquely identify TpM ∼= R2

by sending
v (〈v,E1〉, 〈v,E2〉) .

More generally, this gives a diffeomorphism

ψ : TM |ϕ(U) φ(U)× R2.

(p, v) (p, (〈v,E1〉, 〈v,E2〉))
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We can thus consider ψ(γ′(t)) as giving a smooth map [a, b] → R2 which takes values in
S1 ⊂ R2. The first part of our proposition then follows immediately from Exercise 16.

For part (3), we compute the curvature explicitly. First note that

∇γ′γ′ = θ′(t) (n× γ′)− sin(θ(t)E1 + cos(θ(t))E2) + cos(θ(t))∇γ′E1 + sin(θ(t))∇γ′E2

Moreover, taking the cross product using the orthonormal basis {E1, E2, n} yields

n× γ′ = − sin(θ(t))E1 + cos(θ(t))E2

so that

〈∇γ′γ′, n× γ′〉 = θ′(t) + 〈cos(θ(t))E2) + cos(θ(t))∇γ′E1 + sin(θ(t))∇γ′E2, n× γ′〉

We are thus left to compute the inner products 〈∇γ′Ei, Ej〉. However, if we differentiate
the relation

〈Ei, Ej〉 = δi,j

we obtain

〈∇γ′Ei, Ej〉 = 〈Ei,∇γ′Ej〉

so that our expression for the geodesic curvature simplifies to

κg = θ′(t) + 〈∇γ′E1, E2〉.

Moreover, we see that

∇γ′E1 =
dρi

dt
Γk1,i∂kφ

and, using the computation of the Christoffel symbols in geodesic coordinates from Exer-
cise 15, we see that this implies

〈∇γ′E1, E2〉 =
dρ2

dt

1

2
√
g2,2

∂g2,2
∂u1

completing the computation.

We can interpret this as follows:

1. The term θ′(t) is simply the angular rate of change of the unit tangent vector of γ. If
we were working in the Euclidean plane R2 this really would be the curvature.

2. The term
dρ2

dt

(
∂

∂u1
√
g2,2

)
compensates for the failure of the surfaceM to be flat. In this sense it can be taken to
measure how much of θ′(t) consists of changes in a non-tangential direction.
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6 Polygons & triangulations

We now would like to divide our manifold into pieces which are easier to integrate over.
The pieces we will choose are polygons, and their boundaries will be composed of collec-
tions of smooth curves.

Definition 5.27. A convex combination of points4 x1, . . . xn ∈ R2 is a sum 4 The basic idea of a convex combination is iterative. For
the first iteration, take L1(S) to be the set of all points
which lie on line segments between points in S. This will
have the form

L1(S) = {txi + (1− t)xj | t ∈ [0, 1]} ⊂ Conv(S).

One then takes L2(S) = L1(L1(S)), so on and so
forth. Then

Conv =
∞⋃
i=1

Li(S).

The basic idea is that a point in a convex combination is
something like a point on a segment between points on
segments … between points on segments between points
in S.
Pictorially, the convex hull of a set S ⊂ R2 looks like

S

Conv(S)

Note that the set pictured is not convex independent.

n∑
i=1

λixi

where
∑
i λi = 1 and 0 ≤ λi ≤ 1 for every 1 ≤ i ≤ n. The convex hull of a subset

S = {x1, . . . , xn} ⊂ R2 is the set of all convex combinations of the points in S, i.e.

Conv(S) :=
{

n∑
i=1

λixi

∣∣∣∣∣
n∑
i=1

λi = 1 and 0 ≤ λi ≤ 1

}

A n-gon (or polygon with n sides) in R2 is the convex hull of a set S such that

1. The cardinality of S is n.

2. For every x ∈ S, x /∈ Conv(S \ {x}).

We call the elements of S the vertices of the n-gon P = Conv(S).

Exercise 17. Let x1, . . . , xk ∈ Rn be a set of points. A convex combination of x1, . . . , xk
is a sum

k∑
i=1

λixi

where 0 ≤ λi ≤ 1 and
k∑
i=1

λi = 1.

The convex hull of the set S = {x1, . . . , xk} is the set Conv(S) ⊂ Rn of all convex
combinations of points in S.

1. Show that, for any y, z ∈ Conv(S), the line segment yz from y to z lies in Conv(S).

2. Show that Conv(S) is compact.

Exercise 18. Let S ⊂ R2, and let x ∈ Conv(S). We say that a line

L = {v ∈ R2 | 〈v − x, n〉 = 0}

through x in R2 supports S when y ∈ Conv(S) implies that 〈y − x, n〉 ≥ 0.

1. Let S ⊂ R2. Show that for any y /∈ Conv(S), there is a line L = {〈v − x, n〉 = 0}
which supports S and such that 〈y − x, n〉 < 0. (Hint: let x be the point of Conv(S)
whose distance to y is minimal.)
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2. We say that S is convex independent if, for every xi ∈ S, xi /∈ Conv(S \ {xi}). If
S ⊂ R2 is convex independent, show that, for every three distinct indices i, j, k, the
vectors xj − xi and xk − xi are linearly independent.

3. Let S ⊂ R2 be a convex independent subset. Show that if

x =

ℓ∑
i=1

λixi

is a convex combination in which at least three of the λi are non-zero, then there is
some ε > 0 such that Bϵ(x) ⊂ Conv(S).

Definition 5.28. Let U ⊂ Rn be a closed subset. We say that a point x ∈ U is

1. An interior point if there is an ε > 0 such that Bϵ(x) ⊂ U .

2. A boundary point if for every ε > 0, Bϵ(x) ∩ (Rn \ U) 6= ∅.

We write the set of interior points of U as Ů , and call this the interior of U . We denote
the set of boundary points of U by ∂U , and call this the boundary of U . Note that U is the
disjoint union of its interior and its boundary.

We will make use of the following proposition without proof:

Proposition 5.29. Let S ⊂ R2 be a convex independent set with |S| ≥ 3.

1. A point x ∈ Conv(S) lies in ∂ Conv(S) if and only if there is a line through x supporting
S.

2. There is an ordering x1, . . . , xk of the elements of S such that the boundary ∂ Conv(S)
consists of precisely the line segments x1x2, x2x3, . . . , xkx1.

Definition 5.30. Let γ : [a, b] →M ⊂ R3 be a continuous curve. We call γ

1. piecewise smooth If there are values

a = t0 < t1 < . . . < tk = b

such that γ|[ti,t+1] is smooth for each i;

2. piecewise linear If there are values

a = t0 < t1 < . . . < tk = b

such that γ|[ti,t+1] is linear for each i;

3. closed if γ(a) = γ(b); or

4. simple closed if γ is closed, and γ(t) = γ(s) if and only if either t = s or t = a and
s = b.

Notation 5.31. Notice that the boundary of an n-gon P can be thought of as a simple,
closed, piecewise linear curve. We will always parameterize ∂P counter-clockwise. We will
call the lines xixi+1 which comprise the boundary the edges of P , and the points xi the
vertices of P .
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Our reason for defining convex n-gons in the plane is to talk about polygons in sur-
faces. Pictorially, a polygon in a surface is precisely what one

would expect:
Definition 5.32. LetM ⊂ R3 be an oriented surface. A polygon inM consists of an
n-gon P = Conv(S) ⊂ R2 and a smooth, regular, injective map Q : P → M . We will
abuse notation by writing Q for the image of P under the map Q, and by writing ∂Q for
the image of ∂P under Q. We call a polygon Q inM oriented if Q is compatible with the
orientation ofM .

Polygons in surfaces are particularly nice subsets to integrate over. Since the boundary
of a polygon has codimension 1, we have∫

∂Q

fdV = 0.

Thus, if we can cover a surfaceM by polygons which only overlap on their boundaries,
we can compute integrals overM by summing the integrals over the polygons. To make
this precise, we make the following definition:

Definition 5.33. A polygonal subdivision T of an oriented surfaceM ⊂ R3 is a finite set
{Qi}ri=1 of oriented polygons inM with the following properties

• The polygons coverM , i.e.,
r⋃
i=1

Qi =M

• For any two polygons Qi and Qj with i 6= j, the intersection Qi ∩ Qi is a single edge
of Qi and Qj .

We call the polygons Qi the faces of T, the collection of all edges of polygons in T the
edges of the subdivision, and the collection of all vertices of polygons in T the vertices of
the subdivision.

We will make use of the following theorem without proof.

Theorem 5.34. Every oriented surface admits a polygonal subdivision.

One key ingredient in the Gauß-Bonnet Theorem is the Euler Characteristic of a sub-
division T. We will eventually prove that the Euler Characteristic doesn’t depend on the
choice of subdivision, but rather only on the oriented surfaceM .

Definition 5.35. LetM ⊂ R3 be an oriented surface, and let T be a subdivision ofM .
The Euler characteristic of T is equal

χ(T) = V − E + F

where V is the number of vertices of T, E the number of edges, and F the number of
faces.
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7 The Divergence Theorem

We now come to a technical result we will make use of in our proof of Gauß-Bonnet:
the Divergence Theorem. Once definitions are unwound, we will see that this is actually a
corollary of Green’s Theorem from multivariable calculus.

Before we can get to the Divergence Theorem, however, we must define the diver-
gence. We will do this in arbitrary dimensions, before again specializing to surfaces for
the Divergence Theorem.

LetM ⊂ Rn be a k-submanifold, and let X be a vector field onM . At any point
p ∈M , we can use the covariant derivative and X to define a linear map

CX : TpM TpM

V (∇VX)p

What does this linear map represent? It sends a direction to the (tangential) rate of
change of X in that direction. The linear map thus encodes the rates of change of X in
all directions.

Before moving on, let us note that this really is well-defined: Given vector fieldsW and
X , the covariant derivative

(∇WX)p =W i
p(
dXj

dxi
)p∂jφ+W i

pX
j
pΓ

k
i,j∂kφ

only depends on the valueWp ofW at p. Thus, we get a well-defined map of tangent
spaces. It is easy to see that the covariant derivative ∇VX is linear in V .

Definition 5.36. The divergence of X at p ∈M is the trace of CX , i.e.,

div(X)(p) := tr(CX).

Heuristically, this should measure “how much X is flowing outwards at p.”

Our first order of business is to give a coordinate expression for the divergence.

Lemma 5.37. With respect to a chart φ : U →M , the divergence of X is given by

div(X) =
1√

det(g)

k∑
i=1

∂

∂xi

(
Xi
√

det(g)
)

Proof. We note that, with respect to the coordinate basis, the diagonal entries of the
matrix representing CX are

dXi

dxi
+XjΓii,j .

The definition of the divergence thus yields

div(X) :=

k∑
i=1

(
dXi

dxi
+XjΓii,j

)
We then note that by Lemma 3.27,

Γii,j =
1

2
gi,ℓ

(
∂gj,ℓ
∂xi

+
∂gℓ,i
∂xj

− ∂gi,j
∂xℓ

)
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Summing over i, the first and last terms cancel each other out, and we are left with
k∑
i=1

XjΓii,j =
1

2
Xjgiℓ

∂gℓ,i
∂xj

=
1

2
Xj tr

(
g−1 ∂g

∂xj

)
By Jacobi’s formula5 we find that 5 This says that, for an n × n invertible matrix A(t)

which is a function of a real variable t,

d

dt
det(A(t)) = det(A(t)) tr

(
A(t)−1 dA

dt

)1√
det(g)

∂

∂xj

√
det(g) = 1

2
tr
(
g−1 ∂g

∂xj

)
So we see that

div(X) =
∂Xi

∂xi
+

Xi√
det(g)

∂

∂xi

√
det(g) = 1√

det(g)
∂

∂xi

(
Xi
√

det(g)
)

as desired.

Remark 5.38. Notice that when our manifold is just Rk , the metric is the identity matrix,
so the divergence simplifies to

div(X) =

k∑
i=1

∂

∂xi
Xi.

This is precisely the usual notion of the divergence of a vector field on Rk .

Example 5.39 (Key example). LetM ⊂ R3 be a surface, and let φ : U →M be a geodesic
coordinate chart, i.e., a chart such that

g =

(
1 0

0 g2,2

)
Consider the vector field

X = −

(
1√

det(g)
∂

∂u1

√
det(g)

)
∂1φ

on φ(U). We then take the divergence of X , yielding

div(X) =
1√

det(g)
∂

∂u1

(
∂

∂u1

√
det(g)

)

div(X) =
1√

det(g)
∂

∂u1

(
1

2
√

det(g)
tr
(
g−1 dg

dt

))
Exercise sheet 9 then shows that the divergence of this vector field is the Gaußian cur-
vatureK . Notice that the vector field X may have a very different expression in other
coordinate systems, even other geodesic coordinate systems.

We now can state the Divergence Theorem.

Theorem 5.40 (The Divergence Theorem). Let Q : P → M be an oriented polygon inM
and let X be a smooth tangent field onM . Then∫

Q

div(X)dV =

∫
∂Q

X · ds⊥.
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Proof. We use Q as the chart under which we compute the integral. Let (u1, u2) be the
coordinates on P . The left-hand side is then∫

Q

div(X)dV =

∫
P

(
1√

det(g)
∂

∂ui

(
Xi
√

det(g)
))√

det(g)du

=

∫
P

∂

∂ui

(
Xi
√

det(g)
)
du.

If we define smooth functions Y1 and Y2 on P by

Y1 = −X2
√

det(g) Y2 = X1
√

det(g)

This expression then becomes ∫
P

∂Y2
∂u1

− ∂Y1
∂u2

du

Since we are integrating over a polygon in the plane, we can apply Green’s Theorem to
obtain ∫

∂P

Y1du
1 + Y2du

2 =

n∑
ℓ=1

∫ bℓ

aℓ

(−X2 dρ
1
ℓ

dt
+X1 dρ

2
ℓ

dt
)
√

det(g)dt

However, this latter expression is simply the coordinate expression for∫
∂Q

X · ds⊥

from Proposition 5.22.

8 Tangents and loops

Our last preliminary before we prove the Gauß-Bonnet Theorem is the Theorem of Turning
Tangents. The setup for this theorem is the following:

• M ⊂ R3 is an oriented surface.

• Q : P →M is an oriented polygon inM , contained in a geodesic coordinate chart φ.

• ρi : [ti, ti+1] → P are (counterclockwise) parameterizations of the edges of P , and
γi = φ ◦ ρi are the corresponding parameterizations of the edges of Q. We will assume
that γi is unit speed.

• θi : [ti, ti+1] → R are the smooth functions guaranteed by Proposition 5.26, such that

γ′i(t) = cos(θi(t))E1 + sin(θi(t))E2.

• For each vertex of P , αi ∈ [−π, π] is the corresponding external angle, i.e., the angle
such that

cos(αi) = 〈γ′i(ti+1), γ
′
i+1(ti+1)〉

Theorem 5.41 (Turning tangents). The equality

ℓ∑
i=1

∫ ti+1

ti

θ′i(t)dt = 2π −
ℓ∑
i=1

αi

holds.
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Proof. We will first prove the theorem when the metric is the identity. In this case, φ
strictly preserves angles, and so the theorem becomes a statement about the polygon P .
In this case, each of the functions θi(t) is necessarily constant, since the ρi are straight
lines. Thus, the statement amounts to the claim that

ℓ∑
i=1

αi = 2π.

However, the internal angles π − αi of the `-gon P add up to π(` − 2). As such, we see
that

`π −
ℓ∑
i=1

αi = π`− 2π

and so
ℓ∑
i=1

αi = 2π.

We now define matrix-valued functions on P using the metric g with respect to φ:

G(r) =

(
1 0

0 r + (1− r)g2,2

)
for r ∈ [0, 1]. We define θi(r, t) and αi(r) by using G in place of the metric, i.e. we set

E1(r) = ∂1φ E2(r) =
1√

r + (1− r)g2,2
∂2φ

and define θi(r, t) to be the function such that

cos(θi(r, t))) =
1

|γ′i|G

〈
dγi
dt
, E1(r)

〉
G

=
1

|γ′i|G
G(r)1,j

dρji
dt

=
1

|γ′i|G
dρ1i
dt

and

sin(θi(r, t))) =
1

|γ′i|G

〈
dγi
dt
, E2(r)

〉
G

=
1

|γ′i|G
G(r)2,j

dρj

dt
=

1

|γ′i|G
1√

r + (1− r)g2,2

dρ2i
dt

.

We define αi(r) similarly.
Notice that, by construction,6 6 This is because E1(r), E2(r), γ′i(ti+1) and

γ′i+1(ti+1) are vectors in TpM , equipped with the
inner product G(r). With respect to this inner product,
• αi(r) is the angle between γ′i(ti+1) and γ′i+1(ti+1)

• θi(r, ti+1) is the angle between E1(r) and γ′i(ti+1)

• θi+1(r, ti+1) is the angle between E1(r) and
γ′i+1(ti+1).

Schematically:

E1(r)

E2(r)

γ′i

γ′i+1

θi

θi+1

αi

θi(r, ti+1)− θi+1(r, ti+1) + αi(r)

is some multiple of π. We thus can choose our functions θi, θi+1, and αi so that the sums

θi(r, ti+1)− θi+1(r, ti+1) + αi(r)

are constant in r.
We then reformulate the integral we are interested in:

ℓ∑
i=1

∫ ti+1

ti

θ′i(r, t)dt+

ℓ∑
i=1

αi(r) =

ℓ∑
i=1

(θi(r, ti+1)− θi(r, ti) + αi(r))

=

ℓ∑
i=1

(θi(r, ti+1)− θi+1(r, ti+1) + αi(r))
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where the last step follows by cyclically shifting terms downwards in the sum. Hwoever,
each of these terms is constant in r, and so the value

ℓ∑
i=1

∫ ti+1

ti

θ′i(r, t)dt+

ℓ∑
i=1

αi(r)

is constant in r. When r = 1, we saw that this value is 2π. When r = 0, this is precisely
the integral of the theorem. Thus, taking r = 0, we find

ℓ∑
i=1

∫ ti+1

ti

θ′i(t)dt = 2π −
ℓ∑
i=1

αi

precisely as desired.

9 The Gauß-Bonnet Theorem

We have now reached our goal for this chapter: The Gauß-Bonnet Theorem. This theorem
gives an invariant of oriented surfaces by integrating curvatures over a subdivision of the
surface.

Theorem 5.42 (Gauß-Bonnet). Let T = {Q1, . . . , Qk} be a polygonal subdivision of a
compact oriented surfaceM . Then ∫

M

KdV = 2πχ(T)

whereK denotes the Gaußian curvature ofM , and χ(T) is the Euler characteristic.

We will prove this theorem in steps, first proving more local results about individual
polygons inM , and then piecing them together to prove the Gauß-Bonnet Theorem.

We first consider an oriented polygon Q : P → M inM . As usual, we will parame-
terize the boundary ∂P counterclockwise, as the piecewise linear curve determined by the
linear curves ρ1, . . . , ρn in R2. We will denote the resulting curves inM by γi = Q ◦ ρi.

Step 1: We first define external angles at each corner of Q. At the vertex pi ∈ Q where
γi and γi+1 meet, we have two tangent vectors, γ′i and γ′i+1. We define the external angle
between γi and γi+1 to be th αi ∈ [−π, π] such that

cos(αi) =
1

|γ′i||γ′i+1|
〈γ′i, γ′i+1〉.

Using this first step, we can state a local form of the Gauß-Bonnet Theorem

Proposition 5.43 (Local form of the Gauß-Bonnet Theorem). With the setup above, the
relation ∫

Q

KdV +

∫
∂Q

κgds+
∑

αi = 2π

holds.



108 walKeR h. steRn

We will prove this proposition in two steps: first making a simplifying assumption on
coordinate charts, and then making no assumption.

TempoRaRy assumption: We first assume that Q factors through a single geodesic
coordinate chart φ, i.e. that Q = φ ◦ µ for some smooth, regular, orientation-preserving,
injective map µ : P → U ⊂ R2.

Proof (under our assumption). We consider the vector field X on φ(U) given by

X = −

(
1√

det(g)
∂

∂u1

√
det(g)

)
∂1φ.

By Example ⁇,
div(X) = K

is the Gaußian curvature ofM . The divergence theorem thus tells us that∫
Q

KdV =

∫
Q

div(X)dV =

∫
∂Q

X · ds⊥.

our special case will thus follow by computing∫
∂Q

X · ds⊥.

Writing this integral in coordinates, and applying Proposition 5.26, we obtain∫
∂Q

X · ds⊥ = −
∫
∂P

√
det(g)

(
∂

∂u1
√
g

)
dρ2

dt
dt

= −
∫
∂Q

κgds+

∫
∂P

θ′(t)dt.

We thus need only to show ∫
∂P

θ′(t)dt = 2π −
∑

αi.

However, this is precisely the statement of Theorem 5.41.

We now relax our assumption, no longer requiring that Q be contained in a single
geodesic coordinate chart. In this case, we will reduce to the previous case by subdividing
the polygon P . Visually, given a polygon P , we can break it into two smaller polygons P1

and P2 which share a single edge and two vertices:

P P1 P2

If we keep subdividing P , we can eventually get the individual polygons to be small
enough that they lie in a geodesic coordinate system. Thus, the local Gauß-Bonnet theo-
rem will follow, by induction, by showing that if it holds for P1 and P2 above, it holds for
P .
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Proof (of local Gauß-Bonnet). We show that if the theorem holds for two small polygons
Q1 and Q1 which share a single edge, and whose union is a larger polygon Q, then it
holds for Q. We first compute∫

Q

KdV =

∫
Q1

KdV +

∫
Q2

KdV = 4π −
∫
∂Q1

κgds−
∫
∂Q2

κgds−
∑

αi −
∑

βi

by applying Gauß-Bonnet on the two smaller polygons. The edge shared by Q1 and Q2

appears in each of the two boundary integrals with opposite sign, so∫
∂Q1

κgds+

∫
∂Q2

κgds =

∫
∂Q

κgds.

Furthermore, denoting the exterior angles of Q by ζi, and those of Q1 and Q2 by αi and
βi, respectively, at each shared vertex v we have

αv + βv − ζv = π.

At each unshared vertex, we have that ζv is either αv or βv , depending on whether v is a
vertex of Q1 or Q2. Thus ∑

αi +
∑

βi = 2π +
∑

ζi.

We therefore see that ∫
Q

KdV = 2π −
∫
∂Q

κgds−
∑

ζi

as desired.

Finally, we prove the global Gauß-Bonnet Theorem.

Proof (Gauß-Bonnet). We now let T be a subdivision of a compact oriented surfaceM ⊂
R3. By the local form of Gauß-Bonnet∫

M

KdV =
∑
Q∈T

∫
Q

KdV = 2π|T| −
∑
Q∈T

∫
∂Q

κgds−
∑
Q∈T

∑
v∈VQ

αv.

We will consider each of the terms on the left-hand side separately.
Each edge of the subdivision occurs as a boundary edge of one of the polygons, each

time with opposite orientation. Thus, the term∑
Q∈T

∫
∂Q

κgds

vanishes.
To analyze the term ∑

Q∈T

∑
v∈VQ

αv

Suppose that k polygons of T meet at the vertex v. For each polygon Q, write the internal
angle at v as

βQv = π − αQv
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Summing all of the internal angles around v yields

2π =
∑

Qs.t.v∈Q
βQv = π#(edges attached to v)−

∑
Qs.t.v∈Q

αQv

Thus we see that ∑
Q∈T

∑
v∈VQ

αv = π(2ET)− 2π(VT).

Putting this all together we get∫
M

KdV = 2πFT − 2πET + 2πVT = 2πχ(T)

completing the proof.

Corollary 5.44. The Euler characteristic is independent of the choice of polygonal subdivi-
sion.

This justifies the following definition:

Definition 5.45. The Euler characteristic χ(M) of a surfaceM ⊂ R3 is the Euler charac-
teristic of any polygonal subdivision ofM .

Definition 5.46. LetM ⊂ R3 and N ⊂ R3 be surfaces. A diffeomorphism between
M and N is a map f : M → N such that f and f−1 are both smooth. If there is a
diffeomorphism fromM to N , then we callM and N diffeomorphic and writeM ∼= N .

Remark 5.47. Diffeomorphisms in a sense ”preserve the smooth structure” of surfaces,
but do not need to preserve any of the geometric structure. In particular, diffeomorphisms
do not preserve the first fundamental form, or any of the curvatures.

Proposition 5.48. The Euler characteristic is a diffeomorphism invariant. That is, ifM ∼=
N , then χ(M) = χ(N).

Proof. Notice that, if f : M → N is a diffeomorphism and T = {Qi}ri=1 is a subdivision
ofM , then f(T) = {f ◦Qi}ri=1 is a subdivision of N . It is not hard to check that χ(T) =
χ(f(T)).

Corollary 5.49. The integral ∫
KdV

is a diffeomorphism invariant.

Example 5.50. Let us consider the sphere S2 ⊂ R3 and the ellipsoid E2 given by the
equation

a2x2 + a2y2 + z2 = 1

for some chosen a > 0.
I claim that these two surfaces are diffeomorphic. To see this, notice that the map

f : R3 R3

(x1, x2, x3) ( 1ax
1, 1ax

2, x3)
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defines a diffeomorphism (indeed, a linear isomorphism) from R3 to R3, and sends S2

bijectively to E2. Thus, the surfaces are diffeomorphic. However, the Gaußian curva-
tures of these two surfaces are quite different. We know that, for the sphere, the Gaußian
curvature is constant on 1, so let’s compute the Gaußian curvature of E2.

Away from the poles, E2 is the surface of rotation with profile curve

f(u) =

√
1− u2

a2

We can thus compute the Gaußian curvature using the formula

K = − f ′′(u)

f(u)(f ′(u) + 1)2

from Exercise sheet 7. We compute

f ′(u) = − u2

a2f(u)

and
f ′′(u) =

f(u)

(u2 − 1)
2

So that the Gaußian curvature of E2 is

K = −
f(u)

(u2−1)2

f(u)
(
1− u2

a2f(u)

)2 =
1

(a2f(u)− u2)2

which is clearly not constant.

We have one final corollary about the Euler characteristic.

Corollary 5.51. Suppose thatM is a surface such that χ(M) < 0. Then there are points on
M where the Gaußian curvature is negative.





6
DiffeRential FoRms

So far, we have managed to avoid ever explicitly talking about differential forms. How-
ever, differential forms are a key modern1 innovation in the study of calculus on mani- 1 Relatively speaking. The formal theory of differential

forms is sometimes said to have begun with Élie Cartan’s
Sur certaines expressions différentielles et le problème de
Pfaff in 1899.

folds, and so it is now time for us to begin exploring them. The basic idea is that differen-
tial k-forms are “k-dimensional measuring tools”. A 1-form is a way of measuring lengths
(a yardstick, so to speak), a 2-form is a way of measuring areas, and so on. From a related
perspective, a k-form can be seen as a “thing that can be integrated over a k-dimensional
submanifold.”

Both of these heuristic ideas are realized in a common algebraic framework. Our first
task in this section will be to build up this framework on Rn. Once we have done this, we
will proceed to defining differential forms on manifolds, and then to applications.

1 Rewriting integration

Before getting to the definition of forms, let’s take a step back, and try to remember what
we are doing when we are integrating something. The basic idea we will work with, famil-
iar from high-school calculus, is that of a Riemann sum. Suppose first we have a function
f : R → R. When we integrate f on the interval [a, b], we take some subdivisions of [a, b]
into N little pieces [ti, ti+1], and then take the limit of Riemann sums∫ b

a

fdt = lim
N→∞

N∑
i=1

f(ti)∆it,

where ∆it = ti+1 − ti.
If we take this into n-dimensions, we can suppose that we have a curve γ : [a, b] →

Rn, and want to integrate a tangent vector field X along γ. In this case, we can write our
integral as a limit ∫

γf = lim
N→∞

N∑
i=1

〈
Xγ(ti),∆iγ

〉
where ∆iγ = γ(ti+1)− γ(ti).

How do we make sense of the expression
〈
Xγ(ti),∆iγ

〉
? Well, the first step is to rein-

terpret how we think of ∆iγ. A priori, this is simply a vector γ(ti+1) − γ(ti). However,
under the identification Tγ(ti)Rn ∼= Rn, we can think of this as a tangent vector at γ(ti),

http://www.numdam.org/item/?id=ASENS_1899_3_16__239_0
http://www.numdam.org/item/?id=ASENS_1899_3_16__239_0
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which, as the mesh of the limit we are taking gets finer, becomes close to being a tangent
vector to γ. We can thus think of the expression

〈Xp,−〉

as being a linear map TpRn → R. That is, a linear map which takes a tangent vector at p
and gives us a scalar.

On the other hand, suppose that, for each p ∈ Rn, we have a linear map ωp : TpRn →
R, and that the map ω which sends p 7→ ωp is in some sense smooth.2 Then along any 2 We’ll get to what this means later.

curve γ, we can define an integral∫
γ

ω = lim
N→∞

N∑
i=1

ωγ(ti)(∆iγ) =

∫ b

a

ωγ(t)(γ
′(t))dt.

The second of these equalities requires some justification, but it should not be hard to
convince yourself that it holds.

The fact that this map is linear in the tangent vector is very useful. In particular, it
should be easy to convince yourself using linearity that the following expected integral
equalities hold:3 3 Here we write γ for the curve which traces γ back-

wards.
∫
γ

(ω + ν) =

∫
γ

ω +

∫
γ

ν∫
γ

ω = −
∫
γ

ω =

∫
γ

(−ω)∫
γ

(cω) = c

∫
γ

ω

where γ is a curve, −γ is the curve that traces γ backwards, ω and ν are our chosen
“smooth assignments of linear maps TpRn → R”, and c ∈ R is a constant.

We can turn this reformulation into a definition.

Definition 6.1. A covector at p ∈ Rn is a linear map

ωp : TpRn R.

The cotangent space to Rn at p is the R-vector space

T ∗
pRn := Lin(TpRn,R).

Our next goal is to formalize what it means to assign a covector in a smooth way to
every point in Rn. We will call such an assignment ω a (smooth) 1-form.

First, let’s try to think about what the space Lin(TpRn,R) is in terms of coordinates.
If x1, . . . , xn are our coordinates on Rn, we have a corresponding basis of tangent fields
∂x1 , . . . , ∂xn on Rn. At each p ∈ Rn, we can take the dual basis of {∂x1 , . . . , ∂xn}. The
dual basis consists of the linear maps

dxip : TpRn R

∂xj δij

where δij is the Krönecker delta. From linear algebra, this is a basis of T ∗
pM . As such, we

have an identification T ∗
pM

∼= Rn.
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Definition 6.2. We define the cotangent bundle of Rn to be the space

T ∗Rn ∼= {(p, νp) | νp ∈ T ∗
pRn} ∼= Rn × Rn

and we view it as a smooth manifold via the latter bijection. Notice that T ∗Rn comes
equipped with a smooth projection π : T ∗Rn → Rn.

A (smooth) 1-form on Rn is a smooth map

ω : Rn T ∗Rn

such that π ◦ ω = idRn . That is, such that ωp ∈ T ∗
pRn.

Example 6.3. In particular, we have the coordinate 1-forms dxi which assign to every
point p ∈ Rn the covector dxip. By construction, for any smooth 1-form ω on Rn, there
are unique smooth functions ωi : Rn → R such that

ω = ωidxi = ω1dx1 + · · ·+ ωndxn,

where we again use the Einstein summation convention.
Since the entire point of defining 1-forms was that they should be “things we can

integrate along curves”, let’s think about what the integral of such a 1-form along a curve
γ : [a, b] → Rn should be. From our definition, we should have∫

γ

ω =

∫
γ

ωidxi

=

∫ b

a

ωi(γ(t))dxi (γ′) dt.

But we can write γ′(t) = dγi

dt ∂xi , so by the definition of dxi we have

∫ b

a

ωi(γ(t))dxi (γ′) dt =
∫ b

a

ωi(γ(t))
dγi

dt
dt

In particular, if we are simply integrating the form ω = f(x)dx1, then we are, effectively,
integrating f along γ in only the xi-direction.

Remark 6.4. It is natural at this point to ask “What about arc-length integrals?” If 1-
forms are “things we can integrate along curves”, shouldn’t the arc-length integral also
be a 1-form? The answer sadly, is no, and comes down to a subtlety in our definition. The
notion of a 1-form is fundamentally bound up with the linearity of path integrals in the
tangent vector γ′(t). In particular, given a 1-form ω, we want∫

γ

ω = −
∫
γ

ω,

a condition which is embodied by the fact that ω(p) : TpRn → R is linear. However, for
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an arc-length integral, we have∫
γ

fds =

∫ b

a

f(γ(t))|γ′(t)|dt

=

∫ b

a

f(γ(t))| − γ′(t)|dt

=

∫ b

a

f(γ(t))|γ′(t)|dt

=

∫
γ

fds,

so the desired linearity does not hold. What this means is that 1-forms formalize notions
of integration which depend on orientation. This will be of crucial importance when we
discuss higher forms.

Notation 6.5 (Important special case). Consider a curve γ : [a, b] ↪→ R which is simply
the inclusion of the interval [a, b] into R, and a 1-form

ω = f(t)dt

on R. We write ∫
[a,b]

ω :=

∫
γ

ω :=

∫ b

a

f(t)dt

for the corresponding path integral. Since 1-forms defined on [a, b] are in one-to-one cor-
respondence with smooth real-valued functions on [a, b], this is simply the usual notion of
an integral over an interval.

Definition 6.6. Consider a smooth map φ : Rn → Rm. Let ω ∈ T ∗
pRm be a covector on

Rm. The pullback of ω along φ is the 1-form (φ∗)pω defined by

(φ∗pω)(v) = ω(dφp(v))

for any tangent vector v ∈ TpRn. Note that this defines a linear map

φ∗p : T
∗
ϕ(p)R

m T ∗
pRn

for each p ∈ Rn. Given a smooth 1-form ν on Rm, we will denote by φ∗ν the 1-form with

(φ∗ν)(p) = φ∗p(ν(p)).

We will shortly show that this is a smooth 1-form on Rn.

Lemma 6.7. Let φ : Rn → Rm and ψ : Rm → Rk be smooth maps, and write xi, yi, and
zi for the coordinates on Rn, Rm, and Rk respectively. For any p ∈ Rn, then4 4 Mathematicians in my discipline would say the the

pullback is functorial.
(ψ ◦ φ)∗p = φ∗p ◦ ψ∗

ϕ(p).

Proof. It suffices to check that the two sides agree on an arbitrary covector ω ∈ Tψ(ϕ(p))Rk ,
i.e., that for any such ω,

(ψ ◦ φ)∗p(ω) = φ∗p

(
ψ∗
ϕ(p)(ω)

)
.
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However, this is a statement about the equality of linear maps, so it further suffices to
check that this holds for any vector v ∈ TpRn. We then compute

(ψ ◦ φ)∗p(ω)(v) = ω (d(ψ ◦ φ)p(v))
= ω

(
dψϕ(p) (dφp(v))

)
= ψ∗

ϕ(p)(ω) (dφp(v))

= φ∗p

(
ψ∗
ϕ(p)(ω)

)
(v).

as such, the two sides of the equation agree on every tangent vector, and must describe
the same map, as desired.

Proposition 6.8. Consider a smooth map φ : Rn → Rm, and write xi and yj for the
coordinates on the source and target of φ, respectively. Let

ω = ωidyi

be a smooth 1-form on the target. Let γ : [a, b] → Rn be a smooth curve.

1. With respect to the coordinates xi, we have

φ∗dyi =
∂φi

∂xℓ
dxℓ

or, more generally

φ∗(ω) = (ωi ◦ φ)
∂φi

∂xℓ
dxℓ.

2. For a smooth 1-form
ν = νidxi

on Rn, ∫
γ

ν =

∫
[a,b]

φ∗ν.

In particular, we have ∫
ϕ◦γ

ω =

∫
γ

φ∗ω

Proof. We first prove (1). Again, we test against an arbitrary tangent vector

V = V i∂xi .

Note that
dφ(V ) = V i

∂φj

∂xi
∂yj .

We then compute (suppressing the point p in our computations)

φ∗(ω)(V ) = ω(dφ(V ))

ω

(
V i
∂φj

∂xi
∂yj

)
= ωkdyk

(
V i
∂φj

∂xi
∂yj

)
= ωkV

i ∂φ
j

∂xi
δkj

= ωkV
i ∂φ

k

∂xi
.



118 walKeR h. steRn

On the other hand, we have

(ωi ◦ φ)
∂φi

∂xℓ
dxℓ

(
V k∂xk

)
= ωi

∂φi

∂xℓ
V kδℓk

= ωiV
ℓ ∂φ

i

∂xℓ
.

Reindexing, we see that these expressions are equal.
We now turn out attention to (2). Let u denote the coordinate on [a, b]. By definition∫

γ

ν =

∫ b

a

ν(γ′(t))dt

=

∫ b

a

ν(dγt(∂u))dt

=

∫ b

a

(γ∗ν)(∂u)dt

=

∫
[a,b]

γ∗ν

as desired. To see that this implies our more general statement, note that∫
ϕ◦γ

ω =

∫
[a,b]

(φ ◦ γ)∗ ω

=

∫
[a,b]

γ∗ (φ∗ω)

=

∫
γ

φ∗ω

completing the proof.

Example 6.9. Let us consider the curve

γ : R R2

θ (sin(θ), cos(θ))

tracing out the unit circle in R2. First consider a 1-form

ω = ω1dx1 + ω2dx2

on R2. We can pull this back to a 1-form γ∗ω on R, explicitly given by

γ∗ω = ωi
∂γi

∂θ
dθ = (−ω1 sin(θ) + ω2 cos(θ)) dθ.

We can then notice that the coefficient of dθ is a 2π-periodic function, regardless of the
form we started with. Our takeaway from this is that, if we want something to integrate
over the circle which is (1) smooth and (2) globally defined, then it must be defined by a
smooth function on the circle.5 5 There are many ways of phrasing this observation, with

varying levels of technology involved in the statement.
Using terminology we haven’t yet defined, we could say
(in increasing order of technicality)
• Smooth 1-forms on S1 are in bijection with smooth

functions on S1.

• The cotangent bundle of S1 is a trivial vector bundle.
Time permitting, we will return to this example, and
unpack both of these rephrasings.
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2 2-forms and k-forms

Our work so far as been interesting, but from a practical standpoint, it is unsatisfying to
have a theory of integration which can only handle 1-dimensional integrals. To rectify
this, let us try to consider what a 2-form might be.

From the name, we expect that we will be trying to define “things we can integrate
over 2-dimensional submanifolds.” We could try to repeat our analysis of Riemann sums
from the first section, but instead, let’s try to apply broad principles to figure out what a
2-form should be.

1. Firstly, we thought of a covector ω as a sort of “yardstick” by which we could measure
tangent vectors. Loosely speaking, we think of tangent vectors at p as “infinitesmal
displacements” at p, and the covector ω tells us how big of a contribution such an
infinitesmal displacement should make to the integral. In our new, two dimensional
setting, we don’t just want to measure “infinitesmal displacements” at p, but rather,
we want to measure “infinitesmal areas” at p. To make this formal, we think of an
“infinitesmal area element” at p to be the parallelogram in TpRn defined by a pair of
tangent vectors. We thus can presume that a 2-form ν should take two tangent vectors
as arguments, and should give us a number representing “how much the infinitesmal
area element contributes to the integral”. That is, we would expect that a 2-form ν

must define a map
TpRn × TpRn R.

2. The map associated to the 2-form ν at p should represent something like “measure of
area times a function value”. As a result, it should be additive and scale like a measure-
ment of the area of parallelograms in TpRn. In particular, we expect that it should be
linear in each argument, i.e., a bilinear map

TpRn × TpRn R

or, equivalently, a linear map

TpRn ⊗ TpRn R.

3. Per Remark 6.4, the notions of integration that we are formalizing depend on the ori-
entation. This tells us that, given two tangent vectors v, w ∈ TpRn, we should have
ν(v, w) = −ν(w, v). Another way to see this is that our map is bilinear, and ν(v, v)
should always equal zero, since the corresponding parallelogram always is zero.

We thus have arrived at something resembling a working definition.

Definition 6.10. A 2-form at p ∈ Rn is map

ν(p) : TpRn × TpRn R

which is

1. bilinear, i.e. linear in each argument; and
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2. alternating, i.e., ν(v, w) = −ν(w, v).

More generally, the same line of reasoning yields

Definition 6.11. A k-form at p ∈ Rn is map

ν(p) : TpRn × · · · × TpRn︸ ︷︷ ︸
×k

R

which is

1. k-multilinear, i.e. linear in each argument; and

2. alternating, i.e.,

ν(v1, . . . , vi, . . . , vj , . . . , vk) = −ν(v1, . . . , vj , . . . , vi, . . . , vk)

To turn this definition into something we can work with, we need to develop some
algebraic techniques.

Definition 6.12. Let V be a vector space. Let Fk(V ) be the vector space whose (uncount-
able) basis is

V ×k := V × · · · × V︸ ︷︷ ︸
×k

.

The ktʰ exterior power of V is defined to be the quotient of Fk(V ) by the relations:

(v1, . . . , vi + wi, . . . , vk) ∼ (v1, . . . , vi, . . . , vk) + (v1, . . . , vi, . . . , vk)

(v1, . . . , λvi, . . . , vk) ∼ λ(v1, . . . , vi, . . . , vk)

(v1, . . . , vi, . . . , vj , . . . , vk) ∼ −(v1, . . . , vj , . . . , vi, . . . , vk)

We denote the kᵗʰ exterior power of V by

k∧
V.

The idea of the kᵗʰ exterior power of V is that, just linear maps out of the tensor prod-
uct correspond to multilinear maps, linear maps out of the exterior power correspond to
alternating k-multilinear maps. We first make this precise, and then provide some compu-
tational tools for dealing with exterior powers.

Lemma 6.13. Let V andW be a vector space, and denote by Altk(V,W ) the vector space
of alternating k-multilinear maps from V ×k toW . Then there is an isomorphism of vector
spaces

Altk(V,W ) ∼= Lin(
k∧
V,W ).

Proof. The quotient map

q : Fk(V )
∧k

V



intRoduction to diffeRential geometRy 121

is linear and surjective by construction, and so composing with q defines an injective
linear map

q∗ : Lin(
∧k

V,W ) Lin(Fk(V ),W ).

The image of this map is precisely the subspace of Lin(Fk(V ),W ) consisting of those
linear maps f : Fk(V ) → W such that f vanishes on the kernelK of q. This kernel is
generated by the three relations given above.

Since V ×k is a basis for Fk(V ), linear maps out of Fk(V ) are equivalently maps of sets
V ×k → W . Given a map f : V ×k → W , f corresponds to the unique R-linear extension
of f to Fk(V ). This extension of f will vanish onK precisely when it vanishes on the
generators ofK , i.e., when

f(v1, . . . , vi + wi, . . . , vk) = f(v1, . . . , vi, . . . , vk) + f(v1, . . . , vi, . . . , vk)

f(v1, . . . , λvi, . . . , vk) = λf(v1, . . . , vi, . . . , vk)

f(v1, . . . , vi, . . . , vj , . . . , vk) = −f(v1, . . . , vj , . . . , vi, . . . , vk)

that is, precisely when f is an alternating k-multilinear map.

Proposition 6.14. Let V have basis {v1, . . . , vn}. Denote the image of (w1, . . . , wk) ∈
Fk(V ) under the quotient map by

w1 ∧ w2 ∧ · · · ∧ wk ∈
k∧
V.

1. For a permutation σ ∈ Sk ,

w1 ∧ · · · ∧ wk = sgn(σ)wσ(1) ∧ · · · ∧ wσ(k).

2. An element

w1 ∧ w2 ∧ · · · ∧ wk ∈
k∧
V

is zero if and only if the vectors w1, . . . , wk are linearly dependent in V .

3. The elements

vi1 ∧ vi2 ∧ · · · ∧ vik

defined by k-tuples of distinct integers 1 ≤ iℓ ≤ n such that ir ≤ iℓ whenever r ≤ ` form
a basis of

∧k
V . As a result

dim
(

k∧
V

)
=

(
n

k

)
.

Proof. To see (1), we simply need note that, under the equivalence relation defined, we
have

w1 ∧ · · · ∧ wi ∧ · · · ∧ wj ∧ · · · ∧ wk = −w1 ∧ · · · ∧ wj ∧ · · · ∧ wi ∧ · · · ∧ wk

so that decomposing a permutation into flips, we obtain the desired result.
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To see (2), suppose first that the wi are linearly dependent. Then write

w1 =

k∑
j=2

λiwi.

We then have

w1 ∧ w2 ∧ · · · ∧ wk =

 k∑
j=2

λiwi

 ∧ w2 ∧ · · · ∧ wk

=
∑
j=2

λi (wj ∧ w2 ∧ · · · ∧ wk)

however, each of the expressions in the sum is the equivalence class represented by a vec-
tor (wj , w2, . . . , wk), with 2 ≤ j ≤ k, and so contains a repeated entry. As such, this
element is zero in the quotient. The other direction — that if the wi are linearly indepen-
dent, the w1 ∧ · · · ∧ wk 6= 0 — follows directly from part (3).

Finally, to see (3), first note that, by (1) and the fact that {v1, . . . , vk} is a basis, the
given set spans

∧k
V . To prove that it is a basis, we need two steps. When k = n, the

space of alternating multilinear maps V ×n → R is 1-dimensional (by the existence and
uniqueness of the determinant). Thus,

∧n
V is 1-dimensional by the preceding lemma,

and so v1 ∧ · · · ∧ vn is a basis.
Suppose that there is a relation∑

I⊂{1,...,n}

λIvi1 ∧ · · · ∧ vik = 0.

Then the element
W =

∑
I⊂{1,...,n}

λI(vi1 , . . . , vik)

in Fk(V ) can be built out of our three relations. For a fixed subset J ⊂ {1, . . . , n}, let
Jc = {1, . . . , n} \ J , and denote the elements of Jc by j1, . . . , jn−k . Form an element of
Fn(V )

U =
∑

I⊂{1,...,n}

λI(vi1 , . . . , vik , vj1 , . . . , vjn−k
)

By applying the same operations which showedW to be equivalent to zero (fixing the
last n − k-indices) we see that U = 0. However, every term of the sum other than that
corresponding to J contains a repeated index, and so vanishes identically in the quotient.
Thus, we find that

±λJ(v1, . . . , vn) ∼ 0

But v1 ∧ · · · ∧ vn is a basis of
∧
V , and thus λJ = 0. Since J was arbitrary, this completes

the proof.

Proposition 6.15. Let V be a finite-dimensional vector space. There is a canonical isomor-
phism

k∧
Lin(V,R) ∼= Altk(V,R)
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Proof. We first define a map

Ψ :
∧k Lin(V,R) Altk(V,R)

by defining it on expressions of the form f1 ∧ · · · ∧ fk . We define

Ψ(f1 ∧ · · · ∧ fk)(v1, . . . , vk) :=
∑
σ∈Sk

sgn(σ)f1(vσ(1))f2(vσ(2)) · · · fk(vσ(k)).

It is a straightforward check to see that the linearity of the fi and the inclusion of sgn(σ)
in the sum together imply that Ψ(f1 ∧ · · · ∧ fk) is an alternating linear map. Similar
arguments imply that Ψ(f1 ∧ · · · ∧ fk) is well-defined.

We now claim that this map is an isomorphism. Fix a basis {v1, . . . , vn} of V , and let
{ω1, . . . , ωn} be the dual basis for Lin(V,R). We compute the image of

u = ωi1 ∧ · · · ∧ ωik

under Ψ. Applying this to a basis element of
∧k

V of the form vj1 ∧ · · · ∧ vjk , we see that

Ψ(u)(vj1 ∧ · · · ∧ vjk) =
∑
σ∈Sk

sgn(σ)ωi1(vjσ(1)
) · · ·ωik(vjσ(k)

)

However, since the iℓ’s must be distict, as must the jℓ’s, we see that this is non-zero if and
only if there is some permutation σ such that iℓ = jσ(ℓ) for all 1 ≤ ` ≤ k. Since we
assume that the i’s and j’s are each sequences of indices in order, this implies

Ψ(u)(vj1 , . . . , vjk) =

1 iℓ = jℓ∀`
0 else.

However, this means that under the identification

Altk(V,R) ∼= Lin(
k∧
V,R),

the alternating map Ψ(u) is identified with an element of the dual basis of Lin(
∧k

V,R).
Thus, Ψ sends a basis to a basis, and so is an isomorphism.

Note 6.16. Let us briefly think about what the linear map associated to an element of∧k Lin(V,R) represents. We will first consider an element of the form

ω = ω1 ∧ · · · ∧ ωk

where each ωi is a linear map V → R. Assuming that ω 6= 0, we see that the ωi are
linearly independent in Lin(V,R). WriteK =

⋃k
i=1 ker(ωi) for the intersection of the

kernels of the ωi. Since the ωi’s are linearly independent, the dimension ofK is precisely
n− k.

The quotient space V /K thus has dimension k, and each ωi is uniquely determined the
map

ω̃i : V /K R
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to which it descends. We can further see that ω is uniquely determined by the induced
element

ω̃ := ω̃1 ∧ · · · ∧ ω̃k ∈
k∧

Lin(V /K,R).

Since ω is non-zero, so is ω̃. Thus, ω is uniquely determined by the subspaceK and a
nonzero, alternating k-multilinear map (V /K)×k → R. By a standard result, all such
maps are scalar multiples of a determinant function, and thus are ways of measuring
signed k-dimensional volumes in V /K .

We can actually say more: in the presence of a chosen inner product on V , we can
uniquely define the orthogonal complementK⊥ ofK , which is then canonically iden-
tified with V /K . Thus, in the presence of an inner product, the form ω is uniquely de-
termined by the k-dimensional subspaceK⊥ together with a way of measuring signed
k-dimensional volumes inK⊥.

More general elements of
∧k Lin(V,R) will be formal linear combinations of such

gadgets. Fixing an inner product and an orthonormal basis {v1, . . . , vn} of V , and letting
ωi be the elements of the dual basis, every element of

∧k Lin(V,R) will be of the form

ω =
∑

i1<···<ik

λIωi1 ∧ · · · ∧ ωik .

We can interpret this as follows: the term λIωi1 ∧ · · · ∧ ωik chooses the subspace spanned
by the basis elements vi1 , . . . , vik , and assigns the cube defined by these basis elements
the volume λI . Applying ω to a k-tuple of vectors u1, . . . , uk can be computed as follows:

1. Project the ui onto each k-dimensional subspace spanned by basis vector.

2. Compute the signed volume according to Λ of the resulting parallelpiped in the chosen
subspace.

3. Sum together all of the results.

If we put together everything we have shown about exterior powers, we can give a
nice description of k-forms at a point. A k-form ω at p ∈ Rn is an alternating multilinear
map

ω : (TpRn)×k R

so, equivalently, it is a linear map

ω :
∧k

TpRn R

and, finally, this means that it is an element

ω ∈
k∧

Lin(TpRn,R) =
k∧
T ∗
pRn.

We have the coordinate basis {dx1, . . . , dxn} for T ∗
pRn, and thus a basis for

∧k
T ∗
pRn is

given by the wedge products
dxi1 ∧ · · · dxik
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defined by k-tuples of distinct, ordered, integers between 1 and n. We can thus write any
k-form at p ∈ Rn as

ω =
∑

i1<i2<···<ik

ωi1,i2,...,ikdx
i1 ∧ · · · ∧ dxik ,

where
ωi1,i2,...,ik = ω (∂xi1 , . . . , ∂xik ) .

Definition 6.17. The ktʰ exterior power of the cotangent bundle is the set

k∧
T ∗Rn := {(p, ω) | ω ∈

k∧
T ∗
pRn} ∼= Rn × R(

n
k)

which we view as a smooth manifold via the latter identification. A smooth k-form on Rn

is a smooth map
ω : Rn

∧k
T ∗Rn

such that ω(p) ∈
∧k

T ∗
pRn for each p ∈ Rn.

Now that we have a definition of a k-form, let’s see how we integrate a k-form over a
k-dimensional submanifold.

Definition 6.18. Suppose first that C ⊂ Rk is a compact subset, and ν is a smooth
k-form on Rk . Then there is a unique smooth coefficient function

ν = f(x1, . . . , xk)dx1 ∧ dx2 ∧ · · · ∧ dxk

We define the integral of ν over C to be∫
C

ν :=

∫
C

f(x1, . . . , xk) dx1dx2 · · · dxk.

To define the integral of a k-form over a submanifold of Rn, we need to extend our
definition of the pullback.

Definition 6.19. Let φ : Rn → Rm be a smooth function, and let ω be a k-form at
φ(p) ∈ Rm. The pullback of ω along φ is the k-form φ∗pω at p ∈ Rn defined by

(φ∗pω)(v1, . . . , vk) = ω(dφp(v1), . . . , dφp(vk))

for any tangent vectors v1, . . . , vk ∈ TpRn. This defines a linear map

φ∗p :
∧k

T ∗
pRm

∧k
T ∗
pRn

for each p ∈ Rn. We define the pullback of a smooth k-form ω on Rm by

(φ∗ω)(p) = φ∗p(ω(φ(p))).

The formal properties of the pullback are very similar to those for the pullback of 1-
forms.
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Exercise 19. Let φ : Rn → Rm and ψ : Rm → Rℓ be smooth maps. Let ω be a smooth
k-form on Rℓ. Show that

(ψ ◦ φ)∗ω = φ∗(ψ∗ω).

We then make the definition

Definition 6.20. Let C ⊂ Rk be a compact set, and φ : C → Rn a smooth, regular,
injective map. Let ω be a k-form on Rn. The integral of ω over φ(C) is defined to be∫

ϕ(C)

ω =

∫
C

φ∗ω.

3 The algebra of forms

To properly understand the properties of the integral, we will need more understanding of
the algebraic structure of forms. The first step is to relate the differentials of smooth maps
to differential forms. The second step is to understand the “product” operation on forms.
To this end, we first introduce some notation.

Notation 6.21. We denote the vector space of smooth k-forms on Rn by

Ωk(Rn).

We will sometimes write Ω0(Rn) to mean the vector space of smooth functions Rn → R,
for reasons which will become clear in time.

With this definition in hand, our first order of business is to resolve a notational con-
tradiction. Given a smooth map f : Rn → Rm, we have been using the notation
df : TRn → TRm to denote the differential of f . However, this looks very similar to
the notation dxi we use for the coordinate 1-forms. As it turns out, there is a good reason
for this collision.

Construction 6.22. Let f : Rn → R be a smooth map, and consider the differential

df : TRn TR.

We can view this as assigning to each point p ∈ Rn a map

dfp : TpRn Tf(p)R ∼= R

that is, a covector at p. In particular, this covector acts on the standard basis vectors ∂xi

by

dfp(∂xi) =
∂f

∂xi
|p.

We can thus view df as a smooth 1-form df , which has coordinate representation

df =
∂f

∂xi
dxi.
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Before continuing, let us try to understand the meaning of this 1-form. If one thinks of
dxi as a way of measuring an infinitesmal change in the xi-direction, then df is a way of
measuring the infinitesmal change in the value of f cause by an infinitesmal movement in
a given tangent direction. Heuristically,

∆f ≈ ∂f

∂xi
∆xi.

Notice that f is constant on Rn if and only if df is a identically zero.

Exercise 20. Let γ : [a, b] → Rn be a smooth curve, and f : Rn → R a smooth function.
Show that ∫

γ

df = f(γ(b))− f(γ(a)).

Exercise 21. Show that the differential defines an R-linear map

d : Ω0(Rn) Ω1(Rn)

Exercise 22. Let xi denote the coordinates on Rn, and denote by xi : Rn → R the
coordinate function, i.e., the smooth function which sends a point to its iᵗʰ coordinate.
Show that the differential of xi is dxi.

The second thing we need to note about forms is that there is a canonical product, the
wedge product of forms, which combines lower-dimensional forms into higher dimen-
sional forms.

Definition 6.23. Given basis k- and `-forms

ω = dxi1 ∧ · · · ∧ dxik and ν = dxj1 ∧ · · · ∧ dxjℓ

on Rn, we define their wedge product to be

ω ∧ η := dxi1 ∧ · · · ∧ dxik ∧ dxj1 ∧ · · · ∧ dxjℓ .

We can extend this uniquely by bilinearity to give a bilinear map

∧ : Ωk(Rn)× Ωℓ(Rn) Ωk+ℓ(Rn)

Notation 6.24. For I = {i1, . . . , ik} we write

dxI := dxi1 ∧ · · · ∧ dxik .

We will employ the Einstein summation convention for such multi-indices as with single
indices. That is

ωIdxI :=
∑
I

ωIdxI

where I ranges through all ordered multi-indices.

Exercise 23. Let

ω = ωIdxI ∈ Ωk(Rn) and ν = νJdxJ ∈ Ωr(Rn)
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Show that

ω ∧ ν =
1

k!r!

∑
L

(∑
σ∈SL

sgn(σ)ωℓσ(1),...,ℓσ(k)
νℓσ(k+1),...,ℓσ(k+r)

)
dxL

Conclude that
ω ∧ ν = (−1)k+rν ∧ ω.

Further convince yourself that the wedge product is associative, i.e.,

ω ∧ (ν ∧ η) = (ω ∧ ν) ∧ η.

The wedge product connects all of the spaces Ωk(Rn) together in a single algebraic
object. We can, in fact, connect these spaces in one other way: via derivatives.

Definition 6.25. The exterior derivative is the R-linear map

d : Ωk(Rn) Ωk+1(Rn) ωIdxI ∂ωI

∂xj dxj ∧ dxI .

notice that when k = 0, this is just the differential.

Exercise 24. Show that the exterior derivative has the following properties:

1. Linearity
d(ω + ν) = dω + dν

and
d(λω) = λdω

for λ ∈ R.

2. The graded Leibnitz rule

d(ω ∧ ν) = (dω) ∧ ν + (−1)deg(ω)ω ∧ dν.

Where deg(ω) = k, for ω a k-form.

3. Chain complex:
d ◦ d = 0

Example 6.26. We consider a collection of examples in R3, to see that the differential
encodes a number of familiar examples. Firstly, if we consider a 0-form, i.e. a smooth
function f : R3 → R, we see that

df =
∂f

∂x1
dx1 +

∂f

∂x2
dx2 +

∂f

∂x3
dx3

If we (somewhat improperly) view the resulting 1-form as a vector field on R3, identifying
1-forms and vector fields via the metric, we see that this is precisely the gradient of f .

Moving on, lets consider a 1-form

ω = ω1dx1 + ω2dx2 + ω3dx3
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which, again, we interpret as a vector field via the metric. Then the exterior derivative is
(neglecting terms which become zero)

dω =
∂ω1

∂x2
dx2 ∧ dx1 +

∂ω1

∂x3
dx3 ∧ dx1 +

∂ω2

∂x1
dx1 ∧ dx2 +

∂ω2

∂x3
dx3 ∧ dx2

+
∂ω3

∂x1
dx1 ∧ dx3 +

∂ω3

∂x2
dx2 ∧ dx3

=

(
∂ω2

∂x1
− ∂ω1

∂x2

)
dx1 ∧ dx2 +

(
∂ω3

∂x1
− ∂ω1

∂x3

)
dx1 ∧ dx3 +

(
∂ω2

∂x3
− ∂ω3

∂x2

)
dx2 ∧ dx3

As it turns out, we can also identify 2-forms with vector fields on R3. The idea is that we
identify a 2-form ν with the (unique) vector w ∈ R3 such that the triple product

〈(x× y), w〉 = ν(x, y).

Under this identification, dx1 ∧dx2 corresponds to ∂x3 , dx2 ∧dx3 corresponds to ∂x1 , and
dx1 ∧ dx3 corresponds to −∂x2 . Making this identification, we see that the vector field
which results is 

∂ω3

∂x1 − ∂ω1

∂x3

∂ω1

∂x3 − ∂ω3

∂x1

∂ω2

∂x1 − ∂ω1

∂x2


i.e., the curl of the vector field (ω1, ω2, ω3).

Finally, consider a 2-form (again considered as a vector field)

ω = ω1dx2 ∧ dx3 + ω2dx3 ∧ dx1 + ω3dx1 ∧ dx2

We compute

dω =
∂ω1

∂x1
dx1 ∧ dx2 ∧ dx3 +

∂ω2

∂x2
dx2 ∧ dx3 ∧ dx1 +

∂ω3

∂x3
dx3 ∧ dx1 ∧ dx2 ∧ dx3

=

(
∂ω1

∂x1
+
∂ω2

∂x2
+
∂ω3

∂x3

)
dx1 ∧ dx2 ∧ dx3

i.e., the divergence of f .
Thus, in R3, the three key differential operators we study can be viewed as special

cases of the exterior derivative.

Before returning to integration, we prove a lemma which is one key way to interpret
dω.6 6 This explanation is adapted, with suitable modification,

from Vladimir Arnold’s wonderful “Mathematical
Methods of Classical mechanics.Lemma 6.27. Let ω be a k-form on Rn, and let v1, . . . , vk+1 be constant7 vector fields on
7 This is only a meaningful thing to say when we identify
Rn with its tangent space. It doesn’t have a meaning on
a general manifold.

Rn. Define

Fω(v1, . . . , vk+1) =

k+1∑
i=1

1∑
j=0

(−1)j+iωp+jvi(v1, . . . , v̂i, . . . , vk+1)

Then

dωp(v1, . . . , vk+1) = lim
t→0

Fω(tv1, . . . , tvk+1)

tk+1
.
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Before we get to the proof, a bit of explanation is in order. Consider the parallelpiped
P based at p ∈ Rn spanned by v1, . . . , vk+1, whose vertices are

V =

{
p+

k+2∑
i=1

εivi

∣∣∣∣∣εi = 0, 1

}
.

The somewhat complicated expression for Fω is a way of approximating the (oriented)
integral of ω over the boundary of P . In the sum, the term corresponding to an in-
dex i with j = 0 is an approximation of the integral of ω over the face generated by
v1, . . . , v̂i, . . . , vk+1 based at p (assuming that ω is almost constant along this face). The
term with index i and j = 0 is an approximation of the integral of ω over the face gener-
ated by v1, . . . , v̂i, . . . , vk+1 based at p+ jv.

To understand the final statement of the theorem, we make the following observation.
Suppose that F : Rn × · · · × Rn → R is a map. We want a multilinear map T :

R× · · · × Rn → R which is the best approximation to F at 0 by a multilinear map.
Mimicking the definition of the derivative, we then require that

lim
t→0

F (tv1, . . . , tvk+1)− T (tv1, . . . , tvk+1)

tk+1
= 0.

The denominator is chosen to be tk+1 because any k + 1-linear part must scale in its
arguments in this way. We then see that

T (v1, . . . , vk+1) = lim
t→0

F (tv1, . . . , tvk+1)

tk+1

so long as the latter limit exists. We thus see that the lemma claims that the best multilin-
ear approximation to the “surface area” function defined from ω is dω.

Proof. We first show that the limit so described is alternating and multilinear. For multi-
linearity, the symmetries of Fω mean that it suffices to show that the limit is multilinear
in v1. We see that each summand of Fω is linear in v1 except for the two coresponding to
i = 1. It thus will suffice to show that the limit of the sum of these two terms is linear in
v1.

To do this, we compute

lim
t→0

ωp+tv1(tv2, . . . , tvk+1)− ωp(tv2, . . . , tvk+1)

tk+1

Pulling the factors of t out of ω this simplifies to

lim
t→0

ωp+tv1(v2, . . . , vk+1)− ωp(v2, . . . , vk+1)

t

However, this is simply the partial derivative in the v1-direction of the function p 7→
ωp(v2, . . . , vk+1). Since the construction v1 7→ ∂v1f is linear in v1, this completes the
proof of multilinearity.

To see that the function is alternating, note first that every term of Fω except for those
corresponding to i = 1, 2 changes sign when v1 and v2 are swapped. It thus suffices to
consider the remaining four terms:

lim
t→0

ωp+tv1(tv2, . . . , tvk+1)− ωp(tv2, . . . , tvk+1)− ωp+tv2(tv1, . . . , tvk+1) + ωp(tv1, . . . , tvk+1)

tk+1
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which amounts to

∂v1ωp(v2, . . . , vk+1)− ∂v2ωp(v1, v3, . . . , vk+1)

an expression which is clearly alternating in v1 and v2.
Now that we have established that the limit is multilinear and alternating, we need

only test on basis vectors. Evaluating Fω at t∂ℓ1 , . . . , t∂ℓk+1
, (where the indices appear in

order) we find
k+1∑
i=1

1∑
j=0

(−1)iωℓ1,...,ℓ̂i,...,ℓk+1
(p+ t∂ℓi)− ωℓ1,...,ℓ̂i,...,ℓk+1

(p)

so that the limit becomes
k+1∑
i=1

(−1)i
∂ωℓ1,...,ℓ̂i,...,ℓk+1

∂xℓi
(p)

On the other hand, we can compute

(dω)p(∂ℓ1 , . . . , ∂ℓk+1
) =

∂ωI
∂xi

(p)dxi ∧ dxI(∂ℓ1 , . . . , ∂ℓk+1
)

However, the term
dxi ∧ dxI(∂ℓ1 , . . . , ∂ℓk+1

)

is zero if I ∪ {i} 6= {`1, . . . , `k+1}, and is (−1)j when I = {`1, . . . , `k+1} \ {`j} when
i = `j . Thus, this expression becomes

(dω)p(∂ℓ1 , . . . , ∂ℓk+1
) =

k+1∑
i=1

(−1)i
∂ωℓ1,...,ℓ̂i,...,ℓk+1

∂xℓi
(p)

completing the proof.

3.1 Relating the structures

We now have three key operations we can perform on k-forms. We can pull them back
along smooth maps, we can take wedge products, and we can take exterior derivatives.
These three structures interact in a number of interesting and complex ways, some of
which we now explore.

Lemma 6.28. Let φ : Rn → Rm be a smooth function, and write xi and yi for the coordi-
nates on Rn and Rm respectively. Then

φ∗(dyi1 ∧ · · · ∧ dyik) =
(
φ∗(dyi1) ∧ · · · ∧ φ∗(dyik)

)
.

Proof. We test both sides of the equation on a tuple ∂xj1 , . . . , ∂xjk of basis vectors whose
indices are in order. For the left-hand side,

φ∗(dyi1 ∧ · · · ∧ dyik)(∂xj1 , . . . , ∂xjk ) = dyi1 ∧ · · · ∧ dyik(dφ(∂xj1 ), . . . , dφ(∂xjk ))

=
∑
σ∈Sk

sgn(σ)
k∏
z=1

dyiz (dφ(∂yσ(jz)))

=
∑
σ∈Sk

sgn(σ)
k∏
z=1

∂φiz

∂xσ(jz)
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On the other hand, we have the right-hand side:

(
φ∗(dyi1) ∧ · · ·φ∗(dyik)

)
=

(
∂φi1

∂xℓ1
dxℓ1

)
∧ · · · ∧

(
∂φik

∂xℓk
dxℓk

)
=

∑
ord. subsets
L⃗⊂{1,...,n}

∂φi1

∂xℓ1
· · · ∂φ

ik

∂xℓk
dxℓ1 ∧ · · · xxℓk

=
∑
subsets

L⊂{1,...,n}

(∑
σ∈Sk

sgn(σ) ∂φi1

∂xℓσ(1)
· · · ∂φik

∂xℓσ(k)

)
dxℓ1 ∧ · · · dxℓk .

Applying this to ∂xj1 , . . . , ∂xjk , we retain only the term corresponding to L = J , that is

∑
σ∈Sk

sgn(σ)
k∏
z=1

∂φiz

∂xσ(jz)

so that the two are equal as desired.

Lemma 6.29. Let φ : Rn → Rm be a smooth function.

1. For smooth k-forms ν and ω on Rm,

φ∗(ω + ν) = φ∗(ω) + φ∗(ν).

2. For λ ∈ R and ω ∈ Ωk(Rm),
φ∗(λω) = λφ∗(ω).

3. For ω ∈ Ωk(Rm) and ν ∈ Ωℓ(Rm),

φ∗(ω ∧ ν) = φ∗(ω) ∧ φ∗(ν).

Proof. The first two statements are immediate. To see (3), notice that by the first two
statements, it suffices to prove the statement on wedges of 1-forms. Indeed, it is sufficient
to show it on the basis dxI . Letting I = {i1 < i2 < · · · < ik} and J = {j1 < · · · < jℓ},
we have that

φ∗(dxI ∧ dxJ) = φ∗(dxi1 ∧ · · · ∧ dxik ∧ dxj1 ∧ · · · ∧ dxjℓ)

=
(
φ∗dxi1

)
∧ · · · ∧

(
φ∗dxik

)
∧
(
φ∗dxj1

)
∧ · · · ∧ (φ∗dxjℓ)

=
((
φ∗dxi1

)
∧ · · · ∧

(
φ∗dxik

)) (
∧
(
φ∗dxj1

)
∧ · · · ∧ (φ∗dxjℓ)

)
= φ∗(dxI) ∧ φ∗(dxJ)

by applying the associativity of ∧ and the previous lemma.

Lemma 6.30. Let φ : Rn → Rm be a smooth function, and ω a smooth k-form on Rm.
Write xi and yi for the coordinates on Rn and Rm, respectively, so that

ω = ωIdyi.

Then
φ∗ω = ωId(φi1) ∧ · · · ∧ d(φik) = ωId(yi1 ◦ φ) ∧ · · · ∧ d(yi1 ◦ φ)
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Proof. It suffices to check this on the elements dxi, and then apply the previous lemma.
This is a straightforward computation.

Exercise 25. Prove that, for φ : Rn → Rm a smooth map and ω ∈ Ωk(Rm),

φ∗(dω) = d(φ∗(ω)).

Exercise 26. Show that for smooth maps ψ : Rn → Rm and φ : Rm → Rℓ, and a smooth
k-form ω ∈ Ωk(Rℓ),

(φ ◦ ψ)∗(ω) = ψ∗(φ∗(ω)).

4 Integration and boundary

We now return to studying integration. Our first task is to show that the integral of a k-
form over an oriented k-dimensional submanifoldM ⊂ Rn does not depend on the choice
of chart. This follows immediately from the following proposition.

Proposition 6.31. Let C ⊂ Rk be a subset, and let φ : Rk → Rk be an orientation-
preserving diffeomorphism. Let ω ∈ Ωk(Rk) a smooth k-form, viewed as a form on the
target of φ. Then ∫

ϕ(C)

ω =

∫
C

φ∗ω.

Proof. We will compute an explicit coordinate representation for the latter integral. Let xi

be the coordinates on the source of φ, and yi the coordinates on the target. Set

ω = f(x)dy1 ∧ · · · dyk

Then

φ∗ω = f(φ(y))

(∑
σ∈Sk

sgn(σ)
k∏
z=1

∂φ1

∂xσ(1)

)
dx1 ∧ · · · ∧ dxk

= f(φ(x)) det(Jφ)dx1 ∧ · · · ∧ dxk

Thus we see that ∫
C

φ∗ω =

∫
C

f(φ(x)) det(Jφ)dx1 · · · dxk

=

∫
ϕ(C)

f(y)dy1 · · · dyk

=

∫
ϕ(C)

ω.

Exercise 27. ForM ⊂ Rn an oriented k-submanifold, and ω ∈ Ωk(Rn), give a definition∫
M

ω

and show that it is independent of any choice of oriented coordinate charts.
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Having now established the well-definedness of the integral of a k-form over a k-
submanifold, we turn our attention to developing the notion of manifolds with boundary.

Definition 6.32. The upper half-space Hk ⊂ Rk is the space

Hk := {(x1, . . . , xk) ∈ Rk | x1 ≥ 0}.

A subset U ⊂ Hk is called open if it is the intersection of an open subset of Rk with Hk .
The boundary of Hk is the copy of Rk−1 ⊂ Hk defined by x0.

A k-dimensional chart is a smooth, regular, injective map φ : U → Rk where U ⊂ Hk

is open. A subsetM ⊂ Rn is called a k-dimensional manifold with boundary if, for every
p ∈ M , there is a chart φ : U → M ⊂ Rn with p ∈ φ(U). A point in a manifold with
boundary is called a boundary point if it is in the image of the boundary of Hk under some
(and thus every) chart ofM . We call the set of all boundary points ofM the boundary of
M , and denote it by ∂M .

Example 6.33. Consider the closed unit ball B1(0) ⊂ R3. There is clearly an open
chart (the identity) which contains all points in the inside. We will construct a chart (with
boundary) which contains points in the bounding sphere S2, by symmetry, this will show
that every point of S2 can be contained in such a chart, showing that B1(0) is a manifold
with boundary. Consider the polar coordinate chart on the sphere

φ(u1, u2) =
(
cos(u2) cos(u1), cos(u2) sin(u1), sin(u2)

)
defined on (0, 2π)× (0, π) ⊂ H2. Define a chart

ψ(u0, u1, u2) := (1− u0)φ(u1, u2)

defined on (0, 2π)× (0, π)× [0, 12 ] ⊂ H3. It is immediate that this is smooth, regular, and
injective. Moreover, a point ψ(u0, u1, u2) lies in S2 precisely if u0 = 0, i.e., if and only if
it is the image of a boundary point of H2. We thus conclude B1(0) is a 3-submanifold of
R3 with boundary S2.

This example illustrates a more general feature: the boundary of a k-submanifold with
boundary is, itself a (k − 1)-submanifold (whose boundary is empty).

Exercise 28. LetM ⊂ Rn be a k-submanifold with boundary ∂M . Show ∂M is a (k−1)-
submanifold (without boundary), with charts defined by restricting the charts ofM to the
boundary of Hk .

We define orientations for submanifolds with boundary completely analogously to
orientations for manifolds without boundary.

Construction 6.34. Suppose thatM ⊂ Rn is an oriented k-submanifold with boundary
∂M . Then the orientation ofM induces a canonical orientation on the boundary of ∂M
as follows.

At a boundary point q ∈ Hk , we can take the tangent vector −∂x1 to define a (con-
stant) vector field on the boundary of Hk . Fix a point p ∈ ∂M , and consider a chart
φ : U → M containing p, and so in particular defining a restricted chart ψ := φ|x1=0
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on ∂M containing p, the domain of this vector field is V := U ∩ ∂Hk . The pushforward
dφ(−∂x1) defines a vector field Vout on ψ(V ). Vy construction, the vector field Vout takes
values in TM , but not in T∂M . We define a chart ζ on ∂M to be oriented if the vector
fields {Vout, ∂1ζ, . . . , ∂k−1ζ} induce an oriented basis of TpM for every p in the image of
ζ .

The reason to develop manifolds with boundary is to state a broad generalization of the
fundamental theorem of calculus.

Theorem 6.35 (Stokes’ theorem). LetM ⊂ Rn be a (k + 1)-manifold with boundary ∂M .
Let ω ∈ Ωk(Rn). Then ∫

M

dω =

∫
∂M

ω.

Corollary 6.36. LetM ⊂ Rn be a compact k-sumbanifold with empty boundary, and let
ω ∈ Ωk−1(Rn). Then ∫

M

dω = 0.

We will not prove this theorem here, but we will explain how it generalizes a wide
variety of results you have likely seen in previous courses.

Example 6.37 (The fundamental theorem of calculus). To retrieve the fundamental
theorem of calculus, we note that a 0-manifold is a disjoint union of discrete points. An
orientation on a zero manifold is an assignment of a + or − sign to each point. A 0-form
on a 0-manifold X is simply a function f : X → R, and the oriented integral is∫

X

f =
∑
x∈X

sgn(x)f(x).

With this special case in mind, let [a, b] ⊂ R be a 1-manifold with boundary ∂[a, b] =
{a, b}. We take the usual orientation on R, and notice that the induced orientation assigns
sgn(a) = −1 and sgn(b) = +1. Letting f ∈ Ω0(R) be a smooth function, the formula of
Stokes’ Theorem then yields∫ b

a

df

dx
dx =

∫
[a,b]

df =

∫
{a,b}

f = f(b)− f(a).

That is, the fundamental theorem of calculus8 8 There are variants of Stokes’ theorem for Ck-forms,
which recover more general forms of the fundamental
theorem of calculus.Example 6.38 (The fundamental theorem of line integrals). Generalizing the previous

example, let γ : [a, b] → Rn be a smooth curve, and f ∈ Ω0(Rn) a smooth function. We
can use the metric to identify

df =
∂f

∂xi
dxi

with the vector field
Xdf =

(
∂f

∂x1
, . . . ,

∂f

∂xn

)
= grad(f).

By definition, this means
df(v) = 〈Xdf , v〉.
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We then notice that∫
γ

df =

∫ b

a

df(γ′(t))dt =
∫ b

a

〈Xdf , γ
′(t)〉dt =

∫
γ

Xdf · ds.

Thus, the statement of Stokes’ Theorem∫
γ

grad(f) · ds =
∫
{γ(a),γ(b)}

f = f(γ(b))− f(γ(a)).

This is often known as the fundamental theorem of line integrals.

Example 6.39 (Green’s Theorem). LetM ⊂ R2 be a 2-submanifold with boundary ∂M .
EquipM with the orientation induced by the standard orientation on R2. The induced
orientation on the boundary traces counterclockwise around the bounding curve.9 Let 9 There is a subtlety here, sinceM could have multiple

path components, but fortunately, integration treats
every path component separately, and so we can without
loss of generality assume thatM has a single compo-
nent.

ω = ω1dx1 + ω2dx2

be a 1-form on R2. The exterior derivative of ω is

dω =
∂ω1

∂x2
dx2 ∧ dx1 +

∂ω2

∂x1
dx1 ∧ dx2 =

(
∂ω2

∂x1
− ∂ω1

∂x2

)
dx1 ∧ dx2.

We then compute, for a parameterization γ : [a, b] → R2 of the boundary ofM ,∫
∂M

ω =

∫ b

a

ω(γ′(t))dt

=

∫ b

a

ω1(γ(t))
dγ1

dt
+ ω2(γ(t))

dγ1

dt
dt.

On the other hand, we see that∫
M

dω =

∫
M

(
∂ω2

∂x1
− ∂ω1

∂x2

)
dx1dx2.

Setting these two equal, we obtain Green’s Theorem:∫
γ

ω1dx
1 + ω2dx

2 =

∫
M

(
∂ω2

∂x1
− ∂ω1

∂x2

)
dx1dx2.

Example 6.40. LetM ⊂ R3 be an oriented surface with normal n and boundary ∂M . Let

ω = ω1dx1 + ω2dx2 + ω3dx3 ∈ Ω1(R3)

with exterior derivative

dω =

(
∂ω2

∂x3
− ∂ω3

∂x2

)
dx2∧dx3+

(
∂ω1

∂x3
− ∂ω3

∂x1

)
dx3∧dx1+

(
∂ω2

∂x1
− ∂ω1

∂x2

)
dx1∧dx2.

Recall from Example 6.26 that we can use the metric to identify ω with a vector field
Xω with components ω1, ω2, and ω3, s.t.

ω(v) = 〈Xω, v〉.
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Similarly, we can identify dω with a vector field Ydω such that

df(v1, v2) = 〈Ydω, v1 × v2〉 .

And, in particular, we have Ydω = curl(Xω).
We can thus compute ∫

∂M

Xω · ds =
∫
∂M

ω

=

∫
M

dω

For a positively oriented chart φ : U →M , we have∫
ϕ(U)

dω =

∫
U

dω(∂1φ, ∂2φ)

=

∫
U

〈curl(Xω), ∂1φ× ∂2φ〉 du1du2.

Repurposing notation from calculus III, we see that∫
ϕ(U)

dω =

∫
ϕ(U)

curl(Xω) · n dA.

Putting this all together, we see that we can rewrite Stokes’ Theorem as∫
∂M

Xω · ds =
∫
M

curl(Xω) · n dA.

This is what, in calculus III, is called Stokes’ Theorem.

Example 6.41 (The Divergence Theorem). LetM ⊂ R3 be a 3-manifold with boundary,
equipped with the orientation induced by the standard orientation on R3. Let ω ∈ Ω2(R3)

be a 2-form. As in Example 6.26, we can identify this using the metric with a vector field
Yω such that

ω(v1, v2) = 〈Yω, v1 × v2〉 .

We can then note that
dω = div(Yω)dx1 ∧ dx2 ∧ dx3.

Applying Stokes’ Theorem, we then have∫
∂M

Yω · n dA =

∫
∂M

ω

=

∫
M

dω

=

∫
M

div(Yω) dV.

which is known as the divergence theorem.
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A
IsometRies

Our goal here is to understand isometries of the n-dimensional Euclidean space Rn. These
are precisely those functions f : Rn → Rn which strictly preserve distances.

Definition A.1. A function f : Rn → Rn is called an isometry if, for every x, y ∈ Rn,

d(x, y) = d(f(x), f(y)).

It is immediate that f is injective, since, if f(x) = f(y), we have

d(x, y) = d(f(x), f(y)) = 0

so that x = y.

Example A.2. There are some easy examples of isometries.

1. Let v ∈ Rn. Then there is an isometry

Tv : Rn Rn

x x+ v

called translation by v.

2. Let A be an n× n orthogonal matrix, i.e., a real matrix such that

ATA = I.

Then the linear map
A : Rn Rn

x Ax

is an isometry. (Exercise: show that this is true.)

We will show that, in a sense, these are the only isometries of Rn. We will first focus
on the case of origin-preserving isometries, i.e., isometries such that f(0) = 0.

Proposition A.3. Suppose that f : Rn → Rn is an origin-preserving isometry. Then
f(x) = Ax for some orthogonal matrix A.

We will break this proposition into the following steps:
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1. We first show that any isometry f sends lines to lines.

2. We then show that any origin-preserving isometry f must be linear.

3. We show that a linear map is an isometry if and only if it is orthogonal.

To begin with, we will need an exercise.

Exercise 29. Show that, for x, y, z ∈ Rn, the following are equivalent

1. The points x, y, and z are colinear, and y lies on the line segment from x to z.

2. There is an equality
d(x, y) + d(y, z) = d(x, z).

Further show that, given a line L ⊂ Rn and any two distinct points x, z ∈ L, any point
y ∈ L is uniquely determined by d(x, y) and d(y, z).

With this exercise in hand, we can prove our first lemma

Lemma A.4. Let f : Rn → Rn be an isometry and let L ⊂ Rn be a line. Then f(L) ⊂ Rn

is a line.

Proof. We first show that f(L) is contained in a line. Let x, y, z ∈ L be three distinct
points, with y lying on the segment between x and z. Then

d(f(x), d(z)) = d(x, z) = d(x, y) + d(y, z) = d(f(x), f(y)) + d(f(y), f(z))

so that x, y, z are colinear. Thus, f(L) is contained in the line P determined by x and z.
Now suppose w is a point in this line P . Then w is uniquely determined by d(f(x), w)

and d(f(z), w). There is a unique point yw ∈ L such that

d(x, yw) = d(f(x), w) and d(z, yw) = d(f(z), w).

But then d(f(x), f(yw)) = d(f(x), w) and d(f(z), f(yw)) = d(f(z), w), so that f(yw) =
w. Hence, f(L) = P as desired.

Leveraging this fact, we now prove that any origin-preserving isometry is linear.

Lemma A.5. Let f be an origin-preserving isometry. Then f is a linear map.

Proof. First, let λ ∈ R and x ∈ Rn. Then we have

|x| = |f(x)|
|λx| = |f(λx)|

so that |f(λx)| = |λ||f(x)|. Moreover,

d(f(λx), f(x)) = d(λx, x) = (1− λ)|x|

These two conditions uniquely determine the point f(λx) on the line between 0 and f(x).
Since λf(x) also satisfies these conditions, we thus have

f(λx) = λf(x),
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so f preserves scalar multiplication.
Now let x, y ∈ Rn. Since f is an isometry, it must map the midpoint between x and y

to the midpoint between f(x) and f(y). That is

f

(
x+ y

2

)
=
f(x) + f(y)

2

However, since f preserves scalar multiplication, we also have

f

(
x+ y

2

)
=

1

2
f(x+ y)

and thus, f(x+ y) = f(x) + f(y), as desired.

We conclude the proof with an exercise

Exercise 30. Let f : Rn → Rn be a linear map. Show that the following are equivalent:

1. f is an isometry.

2. f is orthogonal.

We have thus proven Proposition A.3. We can finally state and prove the main result
we will need about isometries:

Theorem A.6. Let f : Rn → Rn be an isometry. Then there is a unique vector b ∈ Rn and
a unique orthogonal matrix A such that

f(x) = Ax+ b

for all x ∈ Rn.

Proof. To show existence, let f(0) = v. Setting b = −v shows us that

Tb ◦ f

is an origin-preserving isometry, and thus is represented by an orthogonal matrix A. We
then see that for any x ∈ Rn,

f(x) + b = Ax

proving that f has the desired form. It is an easy exercise to see that this expression is
unique.





B
Implicit and inveRse function theoRems

There are two key theorems from analysis we will use as black boxes throughout the
course.

Theorem B.1 (Inverse function theorem). Let U ⊂ Rn and V ⊂ Rn be open subsets, and
let f : U → V be a Ck function. Suppose x0 ∈ U is a point such that the derivative Dfx0 is
invertible. Then there is an open neigborhood U0 ⊂ U such that x0 ∈ U0, f is invertible on
U0, and f−1 is Ck on f(U0).

Theorem B.2 (Implicit function theorem). Let U ⊂ Rn and V ⊂ Rm be open, and let
f : U × V → Rm be a Ck function. Let (a, b) ∈ U × V be a point such that f(a, b) = 0,
and write fa := f(a,−) : V → Rm. If D(fa) is invertible at b, then there is are open sets
U0 ⊂ U and V0 ⊂ V such that a ∈ U0, b ∈ V0, and a Ck function

g : U0 V0

such that g(a) = b, and, for (x, y) ∈ U0 × V0, f(x, y) = 0 if and only if y = g(x).

Example B.3. Let’s do a familiar example, to get a feel for what the theorem is really
saying. Let

U = R2 V = R

and define
f : U × V R

((x, y), z) x2 + y2 + z2 − 1.

This is a polynomial function, and thus is C∞. The zero set of f is simply the unit 2-
sphere in R3.

Consider the point ((0, 0), 1) ∈ U × V . We can compute the Jacobian matrix of f(0,0)

D(f(0,0)) =
(
∂f(0,0)
∂z

)
=
(
2z
)

at the point z = 1, this is simply the matrix containing 2, and thus is invertible. In conse-
quence, the theorem guarantees the existence of a neighborhood U0 of (0, 0) in R2 and a
neighborhood V0 of 1 in R, together with a C∞ function

g : U0 V0
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such that g(0, 0) = 1 and, on U0 × V0, we have that f((x, y), z) = 0 if and only if
z = g(x, y). That is, the sphere is the graph of g on U0.

The statement of theorem does not give us an explicit construction. However, in this
case, it is not hard to identify U0, V0, and g. We can set

U0 = {(x, y) ∈ R2 | x2 + y2 < 1} V0 = (0, 2)

and then
g : U0 V0

(x, y)
√
x2 + y2 − 1

is the desired function.



C
BilineaR foRms and self-adjoint maps

In our study of the first and second fundamental forms, we will need to recall some linear
algebra: the lore of bilinear forms.

1 Bilinear forms

We first recall some linear algebra which gives us a general method for working with
inner products.

Definition C.1. Let V be a finite-dimensional (real) vector space. A bilinear form on V is
a linear map

B : V ⊗R V R

or, equivalently, a bilinear map

B : V × V R.

We say that a bilinear form is

• symmetric if B(v, w) = B(w, v) for all v, w ∈ V ;

• positive definite if, for all v ∈ V , B(v, v) > 0; or

• non-degenerate if, whenever B(v, w) = 0 for all w ∈ V , we have v = 0.

Remark C.2. Note that every positive-definite form in non-degenerate.

Example C.3. 1. The Euclidean inner product

〈−,−〉 : Rn ⊗R Rn R

is a non-degenerate, positive definite, symmetric bilinear form on Rn.

2. The Minkowski inner product

〈v, w〉1,1 = v1w1 − v2w2

is a symmetric non-degenerate bilinear form on R2.
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In general, we can represent bilinear forms in terms of matrices. Given a basis V =

(v1, . . . , vk) for V and a bilinear form B : V ⊗R V → R, we can form the matrix

AV
i,j = B(vi, vj)

If we represent vectors in V as column vectors with respect to the basis V, we can then
write, by bilinearity,

B(w, u) = wTVA
VvV.

Given another basis U = (u1, . . . , uk) for V withM the change of basis matrix, it is
not hard to check that

AU =MAVMT .

Notice that if B is symmetric, then for any basis V of V , the matrix AV is symmetric.

Definition C.4. Let B be a symmetric bilinear form on V . We call a basis v1, . . . , vn
B-orthonormal (or just orthonormal) if B(vi, vj) = δi,j . Notice that this is equivalent to
requiring that the matrix of B with respect to this basis is the identity.

Definition C.5. Let B be a symmetric bilinear form on V , and letW ⊂ V be a subspace.
We denote byW⊥ ⊂ V the subspace

W⊥ = {v ∈ V | B(v, w) = 0 ∀w ∈W}

and callW the orthogonal complement ofW in V .

Lemma C.6. Let B be a non-trivial symmetric bilinear form on V . Then there is a vector v
such that B(v, v) 6= 0.

Proof. Choose u,w ∈ V such that B(u,w) 6= 0, and suppose that B(u, u) = B(w,w) =

0. Then

B(u+ w, u+ w) = 2B(u,w) +B(u, u) +B(w,w) = 2B(u,w) 6= 0.

Lemma C.7. Let B be a non-trivial symmetric bilinear form on V , and let v ∈ V such that
B(v, v) 6= 0. Then every w ∈ V can be uniquely written as

w = λv + w2

where B(v, w2) = 0 (i.e., w2 ∈ Span(v)⊥). In particular, Span(v)⊥ has dimension dim(V )−
1.

Proof. Define w2 := w − B(w,v)
B(v,v) v, and note that

B(w2, v) = B(w, v)− B(w, v)

B(v, v)
B(v, v)

= 0

Then by definition

w := w2 +
B(w, v)

B(v, v)
v
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as desired.
On the other hand, if

w = λv + w2

is such a decomposition, then

B(w, v) = λB(v, v) +B(w2, v) = λB(v, v).

proving the uniqueness of the given decomposition.

Lemma C.8. Let V be a finite dimensional real vector space, B : V ⊗R V → R a bilinear
form, andW ⊆ V a subspace. Then B restricts to a bilinear form B|W onW which is

1. Symmetric when B is.

2. Positive definite when B is. In particular, B|W is then non-degenerate.

Lemma C.9. Let B be a symmetric bilinear form. Then

1. There is a basis in which the matrix representation of B is diagonal.

2. If B is additionally positive definite, then there is a basis in which B is represented by the
identity matrix, i.e., a B-orthonormal basis.

Proof. We begin with (1). If B is the trivial bilinear form, we are done, since the corre-
sponding matrix is simply the zero matrix. So we assume, without loss of generality, that
B is non-trivial.

For an non-trivial B, we proceed by induction on the dimension. In dimensions 0 and
1, the statement is immediate. Suppose that the statement is true in dimension k, and let
dim(V ) = k + 1. Choose a vector v ∈ K such that B(v, v) 6= 0. Then B restricts to a
symmetric bilinear form onW = Span(v)⊥, and by the inductive hypothesis,W has a
basis (w1, . . . , wk) in which B|W is diagonal. Then (w1, . . . , wk, v) is a basis of V , and B
is diagonal with respect to this basis.

To see (2), note that if B is positive definite, then in any basis V of V , the matrix AV of
B with respect to V has diagonal entries B(vi, vi) > 0. Rescaling the basis elements by√
B(vi, vi) then yields that the diagonal entries are all 1. Thus (2) follows from (1).

Proof. Part (1) is immediate, as B(v, w) = B(w, v) regardless of what space we restrict to.
Part (2) is similarly simple.

Example C.10. Notice that, for B|W to be non-degenerate, it is not sufficient to require
that B is simply non-degenerate. Consider, for example, the case when B = 〈−,−〉1,1
is the Minkowski inner product on R2 and our chosen subspace is V ⊂ R2 given by
V = {(v1, v2) ∈ R2 | v1 = v2}. The restriction of 〈−,−〉1,1 to V is identically zero, even
though the form 〈−,−〉1,1 is nondegenerate on R2.



150 walKeR h. steRn

2 Self-adjoint operators

We now interrupt our regularly scheduled programming to digress into linear algebra.
Our setup is as follows:

• V is a k-dimensional R-vector space.

• B(−,−) is a symmetric, positive-definite, non-degenerate bilinear form on V .

We refer to the pair (V,B) as an inner product space.

Definition C.11. We call a linear map L : V → V a self-adjoint operator if, for every
v, w ∈ V ,

B(L(v), w) = B(v, L(w)).

Lemma C.12. Let L : V → V be a self-adjoint map. Then B(L(−),−) : V × V → R is a
symmetric bilinear form.

Proof. Bilinearity is immediate from the bilinearity of B and the linearity of L. To see
symmetry, note that

B(L(v), w) = B(v, L(w)) = B(L(w), v).

This completes the proof.

To explore the properties of self-adjoint operators, we will first establish some further
results about V and B.

Definition C.13. The dual space of V is the vector space V ∨ := Lin(V,R) of linear maps
from V to R. Given v ∈ V , we denote the linear map

B(v,−) : V R

w B(v, w)

by v∗ ∈ V ∨. The map
β : V V ∨

v v∗

is a linear map.

Lemma C.14. The map β : V → V ∨ is an isomorphism.1 1 This is really a consequence of the non-degeneracy of
B.

Proof. To show surjectivity, let v1, . . . , vk be an orthonormal basis of V , and let ` ∈ V ∨.
Then

`

(
k∑
i=1

λivi

)
=

k∑
i=1

λi`(vi).

We can thus see that

` =

k∑
i=1

`(vi)v
∗
i = β(

k∑
i=1

`(vi)vi).

To see injectivity, suppose that v∗ = 0. Then, for all w ∈ V ,

0 = β(v)(w) = B(v, w).

by the non-degeneracy of B, this implies that v = 0.
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Proposition C.15. Let L : V → V be a self-adjoint operator. Then there is a B-
orthonormal basis of V in which L is diagonal.

Proof. Choose a B-orthonormal basis v1, . . . , vk of V , and letM be the matrix represent-
ing L in this basis. Then we have

Mi,j = B(L(vi), vj) = B(vi, L(vj)) =Mj,i

So thatM is a symmetric matrix. There thus exists an orthogonal matrix O and a diagonal
matrix A such that

M = OAOT .

Define a new basis of V by

wj =

k∑
i=1

Oi,jvi.

So that, with respect to this basis, we have

L(wi) =

k∑
j=1

Oj,iL(vj) =

k∑
j=1

Oj,i

k∑
ℓ=1

Mj,ℓvℓ =

k∑
j=1

Oj,i

k∑
ℓ=1

Mj,ℓ

k∑
m=1

Oℓ,mwm

so that the matrix of L is OTMO = A.
Moreover, since O is an orthogonal matrix, we have

B(wj , wℓ) = B

(
k∑
i=1

Oi,jvi,

k∑
m=1

Om,ℓvm

)
=

k∑
i=1

k∑
m=1

Oi,jOm,ℓδi,m = (OTO)i,j = δi,j

so that w1, . . . , wk is a B-orthonormal.

Lemma C.16. Let L : V → V be a self-adjoint map. Then D(−,−) = B(L(−),−) is a
symmetric bilinear form.

It turns out that this process — obtaining a symmetric bilinear from from a self-adjoint
map — is reversable.

Lemma C.17. Let L : V → V be a self-adjoint map, and let D(−,−) = B(L(−),−)

be the associated symmetric bilinear form. Choose a basis of V , and write `, d, and b for the
matrices representing L, D, and B, respectively. Then

` = b−1d

Proof. We know that
D(v, w) = B(L(v), w)

for all v, w ∈ V . Then, with respect to our chosen basis vi, we have

di,j = B

(
k∑

n=1

`n,ivn, vj

)
=

k∑
n=1

`n,ibn,j

So
d = b`

Since b is invertible, this means that ` = b−1d, as desired.
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along a curve, 64
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derivative
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Divergence Theorem, 104
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face, 102
first fundamental form, 51

matrix g, 51
first variation of arc length, 57
Frenet curve, 20
Frenet equations

2-dimensional, 14
Frenet frame, 14, 20

matrix, 23
functional, 56

Gauß equations, 81
Gauß map, 69

of a surface, 70
of the Möbius band, 70
of the sphere, 70
of the torus, 70

Gauß-Bonnet Theorem, 107
geodesic, 57
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Implicit Function Theorem, 145
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interior, 101
interior point, 101
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isometry, 141

Jacobian, 36
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across a curve, 94
of a function, 93
of a vector field along a curve, 94

local basis, 46

manifold, 42
moving n-frame, 14, 20

normal curvature, 87
normal field, 69

open ball, 31
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of Rn, 31
of a manifold, 41

orientation, 89
orthogonal, 141
orthonormal frame, 97

parallel
vector field, 67

parallel transport, 67
parameterization, 38

compatible, 40
regular, 38
singular, 38

partial derivative, 36
polygonal subdivision, 102

reparameterization, 11
rightward flow, 94

smooth, 36
smooth function, 42
stereographic projection, 39
submanifold, 41
surface of revolution, 42

tangent bundle
of Rn, 33
of a manifold, 44

tangent space
of Rn, 33
to a manifold, 44

Theorem of Turning Tangents, 105
Theorema Egregium, 81
transition function, 41

vector field, 46
along a curve, 14, 20
coordinate, 47
normal, 46
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normal component, 58
on a manifold, 46
tangent, 14, 20

tangential, 46
tangential component, 58
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